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UNIT 1

Cellular System

Introduction

In the older mobile radio systems, single high power transmitter was used to provide
coverage in the entire area. Although this technique provided a good coverage, but it was
virtually impossible in this technique to re-use the same radio channels in the system, and
any effort to re-use the radio channels would result in interference. Therefore, in order to
improve the performance of a wireless system with the rise in the demand for the
services, a cellular concept was later proposed. This chapter will examine several

parameters related with the cellular concept.

The Cellular Concept

The design aim of early mobile wireless communication systems was to get a huge
coverage area with a single, high-power transmitter and an antenna installed on a giant
tower, transmitting a data on a single frequency. Although this method accomplished a
good coverage, but it also means that it was practically not possible to reuse the same
frequency all over the system, because any effort to reuse the same frequency would

result in interference.

The cellular concept was a major breakthrough in order to solve the problems of limited
user capacity and spectral congestion. Cellular system provides high capacity with a
limited frequency spectrum without making any major technological changes [1]. It is a
system-level idea in which a single high-power transmitter is replaced with multiple low-
power transmitters, and small segment of the service area is being covered by each
transmitter, which is referred to as a cell. Each base station (transmitter) is allocated a
part of the total number of channels present in the whole system, and different groups of

radio channels are allocated to the neighboring base stations so that all the channels



present in the system are allocated to a moderately small number of neighboring base
stations.

The mobile transceivers (also called mobile phones, handsets, mobile terminals or mobile
stations) exchange radio signals with any number of base stations. Mobile phones are not
linked to a specific base station, but can utilize any one of the base stations put up by the
company. Multiple base stations covers the entire region in such a way that the user can
move around and phone call can be carried on without interruption, possibly using more
than one base station. The procedure of changing a base station at cell boundaries is
called handover. Communication from the Mobile Station (MS) or mobile phones to the
Base Station (BS) happens on an uplink channel also called reverse link, and downlink
channel or forward link is used for communication from BS to MS. To maintain a
bidirectional communication between a MS and BS, transmission resources must be
offered in both the uplink and downlink directions. This can take place either using
Frequency-Division Duplex (FDD), in which separate frequencies are used for both
uplink and downlink channels, or through Time-Division Duplex (TDD), where uplink

and downlink communications take place on the same frequency, but vary in time.

FDD is the most efficient technique if traffic is symmetric, and FDD has also made the
task of radio planning more efficient and easier, because no interference takes place
between base stations as they transmit and receive data on different frequencies. In case
of an asymmetry in the uplink and downlink data speed, the TDD performs better than
FDD. As the uplink data rate increases, extra bandwidth is dynamically allocated to that,
and as the data rate decreases, the allotted bandwidth is taken away.
Some of the important cellular concepts are:

e Frequency reuse

e Channel Allocation

e Handoff

e Interference and system capacity

e Trunking and grade of service

e Improving coverage and capacity



. Cells using the same set of Radio channels

Fig. 1.1: Cellular Network
Frequency Reuse

Conventional communication systems faced the problems of limited service area
capability and ineffective radio spectrum utilization. This is because these systems are
generally designed to provide service in an autonomous geographic region and by
selecting radio channels from a particular frequency band. On the other hand, the present
mobile communication systems are designed to offer a wide coverage area and high
grade of service. These systems are also expected to provide a continuous communication
through an efficient utilization of available radio spectrum. Therefore, the design of
mobile radio network must satisfy the following objectives i.e., providing continuous

service, and wide service area, while efficiently using the radio spectrum.

In order to achieve these objectives, the present mobile systems use cellular networks
which depend more on an intelligent channel allocation and reuse of channels throughout
the region . Each base station is allocated a set of radio channels, which are to be used in
a geographic area called a cell. Base stations in the neighboring cells are allocated radio
channel sets, which are entirely different. The antennas of base station antennas are

designed to get the required coverage within the specific cell. By restricting the coverage



area of a base station to within the cell boundaries, the same set of radio channels can be
used in the different cells that are separated from each other by distances which are large
enough in order to maintain interference levels within limits. The procedure of radio sets
selection and allocation to all the base stations present within a network is called

frequency reuse .

Fig. 1.1 shows the frequency reuse concept in a cell in a cellular network, in which cells
utilize the same set of radio channels. The frequency reuse plan indicates where different
radio channels are used. The hexagonal shape of cell is purely theoretical and is a simple
model of radio coverage for each base station, although it has been globally adopted as
the hexagon permits the easy analysis of a cellular system. The radio coverage of a cell
can be calculated from field measurements. Although the actual radio coverage is very
amorphous, a natural shape of a cell is required for an organized system design. While a
circle is generally chosen to represent the coverage area of BS, but the circles present in
the neighborhood cannot cover the entire region without leaving gaps or overlapping
regions. Therefore, when selecting the cell shapes which can cover the entire
geographical region without overlapping, there are three choices possible: a hexagon,
square, and triangle. A particular design of the cell chosen in order to serve the weakest
mobiles within the coverage area, and these are generally present at the cell boundaries of
the cell. As hexagon covers the largest area from the center of a polygon to its farthest
point, therefore, hexagon geometry can cover the entire geographic region to the fullest
with minimum number of cells. When hexagon geometry is used to cover the entire
geographic area, the base stations are either put up at the center of the cell, these cells are
also called center excited cells or at the three of the six vertices (edge excited cells).
Generally, center excited cells use omni-directional antennas and corner excited cells use
directional antennas, but practically considerations for placing base stations are not

exactly the same as they are shown in the hexagonal layouts.

Channel Reuse Schemes

The radio channel reuse model can be used in the time and space domain. Channel reuse

in the time domain turns out to be occupation of same frequency in different time slots



and is also called Time Division Multiplexing. Channel reuse in the space domain is
categorized into:
a) Same channel is allocated in two different areas, e.g. AM and FM radio
stations using same channels in two different cities.
b) Same channel is frequently used in same area and in one system the
scheme used is cellular systems. The entire spectrum is then divided into K
reuse sets.




Fig. 1.2: K-Cell Reuse Pattern
Locating Co-channel Cells in a Cellular Network

Cells, which use the same set of channels, are called co-channels cells. For determining
the location of co-channel cell present in the neighborhood, two shift parameters i and |

are used where i and j are separated by 60°, as shown in Fig. 1.3 below. The shift

parameters can have any value 0, 1, 2....,n.

Fig. 1.3: Shift Parameters i and j in Hexagonal Network

To find the location of nearest co-channel cell, mark the center of the cell as (0, 0) for
which co-channel cells are to be located. Define the unit distance as the distance of centre

of two adjacent cells, and follow the two steps given below:

Step 1: Move i number of cells along i axis

Step 2: Turn 60° anti-clockwise and move j number of cells

The technique of locating co-channel cells using the preceding procedure is shown in Fig.
2.4 for i=3 and j=2. The shift parameters i and j measures the number of neighboring

cells between co-channel cells.



Fig. 1.4: Locating Co-channel Cells when i=3 & j=2

The relationship between cluster size K and shift parameters i & j, is given below:

Let 'R’ be the distance between the center of a regular hexagon to any of its vertex. A
regular hexagon is one whose all sides are also of equal length i.e. 'R'. Let 'd" be the
distance between the centre of two neighboring hexagons, and following steps are

followed while calculating the size of a cluster ‘K.

Step 1: To show that d = 3R

Fig. 1.5: Distance Between two adjacent cells



From the geometry of the Fig. 2.5, OA =R and AB = R/2 (2.1)

Then, OB =0A + AB=R + R/2=3R/2 (2.2)
Then, in right-angled A OAP
OP = OAsin 60°= (\3/2R (1.3)

Let the distance between the centers of two neighboring hexagonal cells, OQ, be
denoted by ‘d’, then,

0Q = OP + PQ (where OP = PQ)
Therefore, d= [({o‘_/ 2)R]+ [( 34/§)R]

Hence, d = +/3R (1.4)

Step 2: Area of a small hexagon, Asmal hexagon W
The area of a hexagonal cell with radius R is given as

Asmall hexagon = (3\/§/Z)>< R? (1.5)

Step 3: To find the relation between D, d and shift parameters
Let ‘D’ be the distance between the center of a particular cell under consideration to

the centre of the nearest co-channel cell.

Fig. 1.6: Relationship Between K and Shift Parameters (i & j)



Using cosine formula A XYZ in Fig. 2.6, we have
XZ?=XY?+ YZ?- 2 x XY x YZ cos 120°
or, D?=(ix d)*+ (j x d)?- 2 x (i x d) % (j x d) cos120°
D?=(ixd)y?+(jxd)*-2x (i xd)x(jxd)x (-1/2)
D?= (i x d)?+ (j x d)?+ (i x d) x (j x d)
D2=d?(i?+j+ixj) (1.6)
D2=3xRZx (R+[+i % j) (1.7)

Step 4: To find the area of a large hexagon, Aiarge hexagon

By joining the centers of the six nearest neighboring co-channel cells, a large hexagon
is formed with radius equal to D, which is also the co-channel cell separation. Refer
Fig. 1.7.

'! < Large
[ hexagon

| hexagon
Cl

Fig. 1.7: Larger Hexagon in the First Tier

The area of the large hexagon having a radius D can be given as

Alarge hexagon = (3\/§ / 2)>< D? (1.8)



Using equation 1.7
Alargehexagon = (3\/§/2)><3>< sz(i2+ j2+i>< J) (19)

Step 7: To find the number of cells in the large hexagon (L)

Number of cells in large hexagon

I— = AI.’:\rge hexagon /Asmall hexagon (110)
Using equations 2.9, 2.5 & 2.10, we get
L=3x (2+j+ixj) (1.11)

Step 8: Find the correlation between L and cluster size K

It can be seen from Fig. 2.8, that the larger hexagon is created by joining the centers
of co-channel cells present in the first tier contains 7 cells of the central cluster plus
1/3" of the number of 7 cells of all the neighboring six clusters. Therefore, it can be
calculated that the larger hexagon consisting of the central cluster of K cells plus 1/3"
the number of the cells connected with six neighboring clusters present in the first

tier.

Large
hexagon

Small
hexagon

Fig. 2.8: Number of Clusters in the First Tier for N=7

Hence, the total number of cells enclosed by the larger hexagon is

L=K+6x[(1/3)xK)
L=3xK (1.12)



Step 9: To establish relation between K and shift parameters
From equation 1.11 and 1.12, we get
Ix K=3x (B+j+ix))
K=(@+jP+ix)) (1.13)

The Table 1.1 shows the frequency reuse patterns along with the cluster sizes

Table 1.1: Frequency Reuse Pattern and Cluster Size

Frequency Reuse Pattern Cluster Size
(1)) K=(i?+j+ix])
1,1 3
(2, 0) 4
(2, 1) 7
(3, 0) 9
2,2 12
(3, 1) 13
(4,0) 16
(2,3) 19
(4,1) 21
(5, 0) 25

Frequency Reuse Distance

To reuse the same set of radio channels in another cell, it must be separated by a distance

called frequency reuse distance, which is generally represented by D.

Reusing the same frequency channel in different cells is restricted by co-channel
interference between cells. So, it is necessary to find the minimum frequency reuse
distance D in order to minimize the co-channel interference. Fig. 2.9 illustrates the

separation of cells by frequency reuse distance in a cluster of 7 cells. In order to derive a



formula to compute D, necessary properties of regular hexagon cell geometry are first
discussed.

Frequency reuse distance (D)

Fig. 1.9: Frequency Reuse Distance

The frequency reuse distance (D), which allows the same radio channel to be reused in

co-channel cells, depends on many factors:
e the number of co-channel cells in the neighborhood of the central cell
e the type of geographical terrain
e the antenna height

e the transmitted signal strength by each cell-site

Suppose the size of all the cells in a cellular is approximately same, and it is usually
calculated by the coverage area of the proper signal strength in every cell. The co-channel
interference does not depend on transmitted power of each, if the cell size is fixed, i.e.,
the threshold level of received signal at the mobile unit is tuned to the size of the cell.

The co-channel interference depends upon the frequency reuse ratio, g, and is defined as

g=DI/R

Where D is the distance between the two neighboring co-channel cells, and R is the

radius of the cells. The parameter q is also referred to as the frequency reuse ratio or co-



channel reuse ratio. The following steps are used to find the relationship between
frequency reuse ratio g and cluster size K
Fig. 2.10 shows an array of regular hexagonal cells, where R is the cell radius. Due to the

hexagonal geometry each hexagon has exactly six equidistant neighbors.

(S
Fig. 1.10: Distance Between Two Adjacent Cells (d)

Let d be the distance between two cell centers of neighboring cells. Therefore,

d= /3R

The relationship between D, d, and shift parameters is

D?=3 X R*x (i’ + j*+ i %)
AsK=i?+j+ix]j
D?=3x R*xK

2
b? _3xk
R2
g=\/3|<

Asq=D/R
q=+3K

Thus, the frequency reuse ratio g can be computed from the cluster size K. Table 2.2

shows the frequency reuse ratios for different cluster sizes, K



Table 1.2: Frequency Reuse Ratio and Cluster Size

Cluster Size Frequency Reuse Ratio
K q= 3K
3 3.00
4 3.46
7 4.58
9 5.20
12 6.00
13 6.24
19 7.55
21 7.94
27 9.00

As the D/R measurement is a ratio, if the cell radius is decreased, then the distance between
co-channel cells must also be decreased by the same amount, for keeping co-channel
interference reduction factor same. On the other hand, if a cell has a large radius, then the
distance between frequency reusing cells must be increased proportionally in order to have

the same D/R ratio.

As frequency reuse ratio (q) increases with the increase in cluster size (K), the smaller value
of K largely increase the capacity of the cellular system. But it will also increase the co-
channel interference. Therefore, the particular value of q (or K) is selected in order to keep
the signal-to-cochannel interference ratio at an acceptable level. If all the antennas transmit
the same power, then with the increase in K, the frequency reuse distance (D) increases, and
reduce the likelihood that co-channel interference may occur. Therefore, the challenge is to
get the optimal value of K so that the desired system performance can be achieved in

terms of increased system capacity, efficient radio spectrum utilization and signal quality.



Channel Allocation Schemes

For effective utilization of the radio spectrum, a channel reuse scheme is required which
must be able to increase the capacity and reduce interference. Several channel allocation
schemes have been proposed to address these objectives. Channel allocation schemes are
classified into fixed, dynamic, and hybrid. The selection of a particular channel allocation
scheme influences the performance of the system, mainly how to manage the calls when
a call is handed-over from one cell to another [190], [117], [186], [163].

In a fixed channel allocation scheme, a set of nominal channels are permanently allocated
to each cell. Any call generated from within the cell can only be served by the idle radio
channels present in that cell. If all the radio channels present in that cell are occupied,
then the call is blocked. However, there exist a several variations of the fixed allocation.
In one of the variation, a cell can borrow channels from neighboring cells if its own
channels are already busy, and this scheme is called channel borrowing strategy. Such a
borrowing procedure is being managed by mobile switching center (MSC) and it try to
make sure that the borrowing of a radio channel form neighboring cells does not interfere

with any of the existing calls present in the donor cell.

In a dynamic channel allocation scheme, cells are not allocated radio channels
permanently. Instead, every time when a call is received, the serving base station (BS)
enquires a channel from the MSC. The MSC allocates a channel to the cell after taking
into consideration the possibility of future blocking rate of the candidate cell, the re-use

distance of the channel, and several other parameters.

Therefore, the MSC then allocates a particular channel if that radio channel is currently
not in use in the candidate cell as well in any other neighboring cell which falls inside the
minimum channel reuse distance in order to avoid co-channel interference. The Dynamic
channel allocation minimizes the possibility of blocking, thereby increasing the trunking
capacity of the system, as all the available channels are accessible to all the cells. In
Dynamic channel allocation schemes MSC gather information on traffic distribution,

channel occupancy of all channels on a regular basis. This results in increased channel



utilization with decreased probability of dropped and blocked calls, but at the same time
the computational load on the system also increases.

Handoff Strategies

When a mobile moves from one cell to another cell when a call is in progress, the MSC
automatically shifts the call to a new channel present in the new cell. This handoff
operation requires the identification of a new base station, and channels that are
associated with the new base station.

In any cellular network, managing handoff is very important job. Many handoff schemes
give high priority to handover requests over new call requests while allocating free
channels, and it must be performed successfully and as infrequently as possible.
Therefore, in order to satisfy these requirements, optimum signal at which to begin a
handoff level must be specified by system designers. When an optimal signal level for
acceptable voice quality is specified, a somewhat stronger signal level is used as a
threshold at which a handoff is made. This margin is given by A = Pr handoft-Pr minimam_usable ,
and it should not be too large or too small. If A is very large, needless handoffs which can
burden the MSC may take place, and if A is very small, there may not be a sufficient time
to complete a handoff process, before a call is vanished due to weak signal. Therefore, A
should be carefully selected to meet these contradictory requirements. Fig. 1.11 shows a
handoff situation. Fig. 1.11(a) presents a case in which a handoff does not take place and
the signal strength falls below the minimum acceptable level in order to keep the channel
active. This call dropping occurs when there is tremendous delay by the MSC in
allocating a handoff, or when the threshold A is too small. During high traffic loads
unnecessary delays may take place and this happens either due to computational
overloading at the MSC or no free channels are available in any of the neighboring cells
and thereby MSC has to wait until a free channel is found in a neighboring cell.

While deciding about handoff initiation time, it is important to make sure that the drop in
the signal level is not due to temporary fading but the mobile is in fact moving away from

its base station. Therefore, base station observes the signal strength for a definite period



of time before a handoff begins. This signal strength measurement must be optimized in
order to avoid unwanted handoffs, while ensuring that unwanted handoffs are completed
before a call gets dropped. The time required to come to a decision if a handoff is needed,
depends on the speed of the vehicle at which it is moving. Information about the speed of
vehicle can also be calculated from the fading signal received at the base station.

eived Signal Level

_ _Levelatpoint A _

Handoff threshold

___ Minimum acceptable signal to maintain the call

. _Level at point B (call is terminated)

>

Time

Time

Fig. 1.11: Handoff Situation



The time during which a caller remains within a cell, without any handoff to the
neighboring cells, is called the dwell time . The dwell time of a call depends upon a
number of factors i.e. propagation, interference, distance between the caller and the base
station, and several other time varying factors. It has been analyzed that variation of
dwell time depends on the speed of the caller and the radio coverage type. e.g., a cell in

which radio coverage is provided to highway callers (using vehicles), a large number of
callers have a moderately steady speed and they follow fixed paths with good radio
coverage. For such instances, the dwell time for random caller is a random variable
having distribution that is highly concentrated on the mean dwell time. Whereas, for
callers present in dense, micro-cellular environments, there is normally a huge deviation
of dwell time about the mean, and the dwell times in general are shorter than the cell
geometry. It is clear that the information of dwell time is very important while designing
handoff algorithms.

In first generation cellular systems, signal strength computations are done by the base
stations and monitored by the MSC. All the base stations regularly observe the signal
strengths of its reverse channels to find out the relative location of each mobile user with
respect to the base station. In addition to calculating the radio signal strength indication
(RSSI) of ongoing calls in the cell, an extra receiver in each base station, is used to find
out signal strengths of mobile users present in the neighboring cells. The extra receiver is
controlled by the MSC and is used to examine the signal strength of callers in the
neighboring cells, and informs RSSI to the MSC. Based on the RSSI values received

from each extra receiver, the MSC determines whether handoff is required or not.

In second generation cellular systems using digital TDMA technology, handoff decisions
are mobile assisted. In mobile assisted handoff (MAHQ), each mobile station measures
the received power from the neighboring base stations and informs these results to the
serving base station. A handoff starts when the power received from the base station of a
neighboring cell go above the power received from the present base station. In MAHO
scheme, the call to be handed off between different base stations at a lot faster speed than
in first generation systems because the handoff computations are done by each mobile

and by keeping the MSC out of these computations. MAHO is suitable for micro-cellular



network architectures where handoffs are more frequent.

When a call is in progress, if a mobile shifts from one cellular system to an another
cellular system managed by a different MSC, an intersystem handoff is required. An
MSC performs an intersystem handoff when a signal goes weak in a particular cell and

the MSC fails to find another cell inside its system to which it can move the ongoing call,
and several issues should be addressed while intersystem handoff is implemented. e.g. a
local call might automatically turn into a long-distance call when the caller shifts out of

its home network and enters into a neighboring system.

Various systems have different methods for dealing with hand-off requests. Several
systems manage handoff requests in the same way as they manage new call requests. In
such systems, the possibility that a handoff call will not be served by a new base station is
equivalent to the blocking probability of new calls. However, if a call is terminated
unexpectedly while in progress is more frustrating than being blocked occasionally on a
new call. Therefore, to improve the quality of service, various methods have been created

to give priority to handoff call requests over new call requests while allocating channels.

Prioritizing Handoffs

One scheme for prioritizing handoffs call requests is called the guard channel concept, in
which a part of the existing channels in a cell is reserved entirely for handoff call
requests. The major drawback of this scheme is that it reduces the total carried traffic, as
smaller number of channels is allocated to new calls. However, guard channels scheme
present efficient spectrum utilization when dynamic channel allocation strategies are

used.

Queuing of handoff calls is another way to minimize the forced call terminations due to
unavailability of channels in the cell. There is actually a tradeoff between the
minimization in the possibility of forced call termination of handoff calls and total carried
traffic. Handoff call queuing is possible as there is a fixed time interval between the time
the received signal strength falls below the handoff threshold and the time the call is
terminated due to unavailability of signal strength. The queue size and delay time is

calculated from the traffic pattern of the service area. It should be noted that queuing of



handoff calls does not promise a zero forced call terminations, because large delays will
force the received signal strength to fall below the minimum level required to maintain

communication and therefore, lead to forced handoff call termination.

Interference and System Capacity

Interference is one of the major factors affecting the performance of cellular radio
systems. Sources of interference consist of another mobile inside the same cell, an
ongoing call in a neighboring cell, other base stations transmitting signal in the same fre-
quency band, or any non-cellular system which accidentally transmits energy into the
cellular frequency band. Interference on voice signals could give rise to cross talk, where
the caller hears interference in the background due to the presence of an unwanted
transmission. The presence of interference in control channels, gives rise to missed and
blocked calls. Interference is very dangerous in urban areas, due to the presence of larger
base stations and mobile with greater RF noise. Interference has been accepted as a major
obstruction in increasing the capacity of a system and is largely responsible for dropped
calls in a network. The two major types of interferences that are taken consideration
while allocating channels to the calls are co-channel and adjacent channel interference.
While interfering signals are generated inside the cellular system by cellular transmitters,
but they are difficult to control. The interference due to out-of-band users is very difficult
to control, which happens without any word of warning, because of front end overload of

subscriber equipment or intermittent inter-modulation products.

Co-channel Interference and System Capacity

The channel reuse approach is very useful for increasing the efficiency of radio spectrum
utilization but it results in co-channel interference because the same radio channel is
repeatedly used in different co-channel cells in a network. In this case, the quality of a
received signal is very much affected both by the amount of radio coverage area and the
co-channel interference.

Co-channel interference takes place when two or more transmitters located within a
wireless system, or even a neighboring wireless system, which are transmitting on the
same radio channel. Co-channel interference happens when the same carrier frequency

(base station) reaches the same receiver (mobile phone) from two different transmitters.



This type of interference is generally generated because channel sets have been allocated
to two different cells that are nor far enough geographically, and their signals are strong
enough to cause interference to each other. Thus, co-channel interference can either
modify the receiver or mask the particular signal. It may also merge with the particular

signal to cause severe distortions in the output signal.

The co-channel interference can be evaluated by picking any particular channel and
transmitting data on that channel at all co-channel sites. In a cellular system with
hexagonal shaped cells, there are six co-channel interfering cells in the first tier. Fig. 2.12
shows a Test 1 which is set-up to calculate the co-channel interference at the mobile unit,

in this test mobile unit is not stationary but is continuously moving in its serving cell.

First tier
AN

~

Fig. 1.12: Co-channel Interference Measurement at the Mobile Unit

In a small cell system, interference will be the major dominating factor and thermal noise

can be neglected. Thus the S/I can also be written as:

LA D (1.14)

where



S/I = Signal to interference ratio at the desired mobile receiver,
S = desired signal power,
| = Interference power,
2 <y <5 s the propagation path-loss slope and y depends on the terrain

environment.

If we assume, for simplification, that D« is the same for the six interfering cells, i.e., D =

Dy, then the formula above becomes:

S 1
s e (1.15)

For analog systems using frequency modulation, normal cellular practice is to specify an
S/1 ratio to be 18 dB or higher based on subjective tests. An S/I of 18 dB is the measured

value for the accepted voice quality from the present-day cellular mobile receivers.

Using an S/ ratio equal to 18dB (10% =63.1) and y =4 in the Eq. (1.15), then

q=[6x63.1"* =4.41 (1.17)
Substituting g from Eq. (2.17) into Eq. (2.12) yields
(4.41)
N = =6.49~7. (1.18)
3

Eq. (1.18) indicates that a 7-cell reuse pattern is needed for an S/I ratio of 18 dB.

Therefore, the performance of interference-limited cellular mobile system can be
calculated from the following results.
a) If the signal-to-interference ratio (S/I) is greater than 18 dB, then the
system is said to be correctly designed.
b) If S/l is less than 18 dB and signal-to-noise ratio (S/N) is greater than 18
dB, then the system is said to be experiencing with a co-channel interference

problem.



C) If both S/l and S/N are less than 18 dB and S/I is approximately same as
S/N in a cell, then the system has a radio coverage problem.
d) If both S/1 and S/N are less than 18 dB and S/I is less than S/N, the system

has both co-channel interference and radio coverage problem.

Therefore, the reciprocity theorem can be used to study the radio coverage problem, but it
does not give accurate results when used for the study of co-channel interference
problem. Therefore, it is suggested to perform Test 2 in order to measure co-channel
interference at the cell-site. In Test 2 shown in Fig. 2.13, both the mobile unit present in
the serving cell and six other mobile units present in the neighboring cells are

transmitting simultaneously at the same channel.
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Fig. 1.13: Co-channel Interference Measurement at the Cell-site



The received signal strength measure are done at the serving cell, under the following

conditions: ents
e When only the mobile unit present in the serving cell transmits (signal measured

asS)

e Up to six interference levels are measured at the serving cell-site due to presence
of six mobile units in the neighboring cells (the average signal measured as I)
e Noise from sources other than mobile unit (signal measured as N)
Then the received S/I and S/N is computed at the serving cell site. The test results are
compared with the Test 1, and from the it can be easily found whether the cellular system

has a radio coverage or a co-channel interference problem or both.

Co-channel Interference Reduction Methods

Interference is major factor affecting the performance of cellular communication systems.
Sources of interference may consist of a different mobile working in the same or in the
neighboring cells, which are operating in the same frequency band that may leak energy

into the cellular band.

Cells that use same set of radio channels are called co-channel cells, and the interference
caused by the received signals coming from these cells is called co-channel interference.
If the different cells in the cellular network use different radio channels then the inter-cell
interference should be kept at a minimum level. When the number of mobile users
increase and the radio channels available in the system are limited, then, in order to
satisfy this high demand, the radio channels have to be reused in various cells. That is
why for increasing the capacity, there exist many co-channel cells which can

simultaneously serve the large number of users.

In fact, Deployment of radio channel reuse is required to improve the capacity of a
system. But, the reuse mechanism brings in co-channel interference from neighboring
cells using the same set of radio channels. Therefore, the quality of received signal gets
affected by the amount of co-channel interference and the extent of radio coverage.
Therefore, frequency reuse should be planned very carefully in order to keep the co-

channel interference at an acceptable level.



The co-channel interference can be reduced by the following methods:

a.

Increasing the distance(D) between two co-channel cells, D
As D increases, the strength of interfering signal from co-channel interfering cells

decreases significantly. But it is not wise to increase D because as D is increased,
K must also be increased. High value of K means fewer number of radio channels
are available per cell for a given spectrum. This results into decrease of the
system capacity in terms of channels that are available per cell.

Reducing the antenna heights

Reducing antenna height is a good method to minimize the co-channel
interference in some environment, e.g., on a high hill. In the cellular system
design effective antenna height is considered rather than the actual antenna height.
Therefore, the effective antenna height changes according to the present location
of the mobile unit in such a difficult terrain.

When the antenna is put up on top of the hill, the effective antenna height gets
more than the actual antenna height. So, in order to minimize the co-channel
interference, antenna with lower height should be used without decreasing the
received signal strength either at the cell-site or at the mobile device. Similarly,
lower antenna height in a valley is very useful in minimizing the radiated power
in a far-off high-elevation area where the mobile user is believed to be present.
However, reducing the antenna height does not always minimize the co-channel
interference, e.g., in forests, the larger antenna height clears the tops of the longest
trees in the surrounding area, particularly when they are located very close to the
antenna. But reducing the antenna height would not be appropriate for minimizing
co-channel interference because unnecessary attenuation of the signal would
occur in the vicinity of the antenna as well as in the cell boundary if the height of
the antenna is below the treetop level.

Using directional antennas.

The use of directional antennas in every cell can minimize the co-channel
interference if the co-channel interference cannot be avoided by a fixed division
of co-channel cells. This will also improve the system capacity even if the traffic
increases. The co-channel interference can be further minimized by smartly

setting up the directional antenna.



d. Use of diversity schemes at the receiver.
The diversity scheme used at the receiving end of the antenna is an efficient

technique for minimizing the co-channel interference because any unwanted
action performed at the receiving end to increase the signal interference would not
cause further interference. For example, the division of two receiving antennas
installed at the cell-site meeting the condition of h/s=11, (where h is the antenna
height and s is the division between two antennas), would produce the correlation
coefficient of 0.7 for a two-branch diversity system. The two correlated signals
can be combined with the use of selective combiner. The mobile transmitter could
suffer up to 7 dB minimization in power and the same performance at the cell-site
can be achieved as a non-diversity receiver. Therefore, interference from the

mobile transmitters to the receivers can be significantly reduced.

Adjacent Channel Interference

Signals from neighboring radio channels, also called adjacent channel, leak into the
particular channel, thus causing adjacent channel interference. Adjacent channel
interference takes place due to the inability of a mobile phone to separate out the signals
of adjacent channels allocated to neighboring cell sites (e.g., channel 101 in cell A, and
channel 102 in cell B), where both A and D cells are present in the same reuse cluster.
The problem of adjacent channel interference can become more serious if a user
transmitting on a channel, which is extremely close to a subscriber's receiver channel,
while the receiver tries to receive a signal from base station on the desired channel. This
is called the near and far effect, where a neighboring transmitter catches the receiver of
the user. Otherwise, the near-far effect occurs when a mobile near to a base station
transmits on a channel which is close to the one being used by a weak mobile. The base
station may find some trouble in separating out a particular user from the one using

adjacent channel

Adjacent channel interference can be reduced through careful and thorough filtering and
efficient channel allocations. As each cell is allocated only a portion of the total channels,

a cell must not be allocated channels which are located adjacent in frequency. By



maintaining the channel separation as large as possible in a given cell, the adjacent
channel interference may well be minimized significantly. Hence, instead of allocating
contiguous band of channels to each cell, channels are allocated such a way that the fre-
quency separation between channels in a given cell should be maximized. With
sequentially allocating consecutive channels to various cells, several channel allocation
schemes are capable enough to keep apart adjacent channels present in a cell with
bandwidth of N channels, where N is the size of a cluster. However, some channel
allocation schemes also avoid a secondary source of adjacent channel interference by not

using the adjacent channels in neighboring cells.

Trunking and Grade of Service

In cellular mobile communication, the two major aspects that have to be considered with
extra care are: trunking, and grade of service. These aspects are to be planned very well
in order to get a better system performance. The grade of service is a standard which is
used to define the performance of a cellular mobile communication system by specifying
a desired probability of a mobile user acquiring channel access, when a definite number
of radio channels are present in the system. The cellular communication network depends
on a trunking system to fit large number of mobile users in a limited radio band. The
statistical behavior of mobile users is being exploited by trunking so that a fixed number
of channels can be allocated to large mobile users. In trunking, large number of mobile

users is being accommodated to share the limited radio channels available in a cell.

In trunked cellular communication systems, each mobile user present in network is
allocated a channel on the basis of a request. After the call is terminated, the occupied
channels immediately go back to the pool of available channels. When a mobile user
made a request for channels and if all of the radio channels are occupied, then the
incoming call is blocked. In few communication systems, a queue is generally used to
keep the requesting mobile users until a channel becomes free. The grade of service
(GOS) is used to determine the capability of a user to get access to trunked radio systems
during busy hours. The busy hour is generally based on customer’s request for channels

during peak load.



It is, therefore, necessary to approximate the maximum required capacity in terms of
number of available channels and to allocate the appropriate number of channels in order
to meet the GOS. GOS is generally defined as the probability that a call is blocked. A call
which cannot get completed after the call request is made by a user is called a blocked or
lost call, and it may happen either due to channel congestion or due to the non-
availability of a free channel. Therefore, GOS can be computed from channel congestion
which is defined as the call blocking probability, or being delayed beyond a certain time.

The traffic intensity (AuErlangs) generated by each user is

A.=1H
where 1 is the average number of calls generated per unit time and H is the average
duration of each call. If A is having U users and number of channels are not mentioned,
then the total offered traffic intensity A is

A = UA,
Additionally, if a trunked system is having C channels, and the traffic is equally divided

between the channels, then the intensity of traffic (Ac) for each radio channel is

Ac = UAJC (1.19)

Note that when the offered traffic goes past the maximum capacity of the system, the
total carried traffic gets very limited due to the limited number of channels. The
maximum possible carried traffic is the total number of channels, C, in Erlangs. The
AMPS system is generally developed for a GOS of 2% blocking and it shows that 2 out
of 100 calls will be blocked because channels are occupied during the busiest hour.

Different types of trunked radio systems commonly used in the networks are:

1 Inthe first type, no queuing is offered for call requests i.e., for each user who requests
service, there exists no setup time and if free radio channel is available, it is
immediately allocated to the user. If all the channels are busy, then the requesting
user is blocked. In this trunking system, it is assumed that call arrival follows a

Poisson distribution and the trunking is also called blocked calls cleared. Moreover, it



is also assumed that there are unlimited users in the network and having the following

additional features:

(a) The channel request can be made at any time by all the mobile users (both new
and blocked users); (b) the probability of a user being allocated a channel is
exponentially distributed, therefore, occurrence of longer call duration is very
unlikely as explained by an exponential distribution; and (c) there are a fixed
number of channels present in the trunking pool, and it is known as an M/M/m
queue, which leads us to the derivation of the Erlang B formula. The Erlang B
formula helps in finding the probability that a call is blocked and also measures
the GOS for a trunked radio system which does not provide queuing for blocked
calls. The Erlang B formula is

AC
Pr [blocking] = —=— = GOS (1.20)

§ A<
k=0 k!
where C is the number of trunked channels present in the trunked radio system and

A is the offered traffic. It is possible to design a trunked systems with fixed number
of users, but the final expressions are found to be very complex than the Erlang B,
and the added complexity is not acceptable for typical trunked radio systems in
which number of users are more than the channels present in the system.. The
capacity of a trunked radio system in which blocked calls are lost is shown in Table
2.3.

Table 2.3: Capacity of an Erlang B System

Number of Capacity (Erlangs) for GOS
Channels C =0.01 =0.005 =0,002 =0.001
2 0.153 0.105 0.065 0.046
4 0.869 0.701 0.535 0.439
5 1.36 1.13 0.900 0.762
10 4.46 3.96 3.43 3.09
20 12.0 11.1 10.1 9.41
24 15.3 14.2 13.0 12.2
40 29.0 27.3 25.7 24.5
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2 Inasecond form of trunked networks, a queue is used to keep the blocked calls. If
all the channels are presently busy, then the call can be postponed until a free channel
is found, and this whole process is Blocked Calls Delayed, and the GOS for this type
of trunking is the probability that a new call is not allocated to a channel even after
waiting a certain time in the queue. The probability that a new call is not allocated a
channel immediately is calculated by the Erlang C formula

If no channel is currently found free then the call is delayed, and the GOS of a

Pr [delay > 0] =

AC
c A CTAX
A+ C!(l— o
C Jk=ok!

trunked system in which the blocked calls are delayed is given by

Pr[delay>t] = Pr [delay >0]Pr [delay >t | delay > 0]
= Pr [delay >0]exp(-(C-A)t/H)

For all the calls n a queued system the average delay D is given by

H
D = Pr [delay > 0] ——
[delay > 0] —

Improving Capacity In Cellular Systems

With the rise in the demand for wireless services, the number of radio channels
allocated to each cell could become inadequate in order to satisfy this increase in the
demand. Therefore, to increase the capacity (i.e. a cellular system can take up more calls)
of a cellular system, it is very important to allocate more number of radio channels to

each cell in order to meet the requirements of mobile traffic. Various techniques that are

proposed for increasing the capacity of a cellular system is as follows:

i. Cell splitting

ii. Cell sectoring

iii. Repeaters for extending range




iv. Micro zone method

Cell Splitting

Cell splitting is a method in which congested (heavy traffic) cell is subdivided into
smaller cells, and each smaller cell is having its own base station with reduction in
antenna height and transmitter power. The original congested bigger cell is called
macrocell and the smaller cells are called microcells. Capacity of cellular network can be
increased by creating micro-cells within the original cells which are having smaller radius
than macro-cells, therefore, the capacity of a system increases because more channels per

unit area are now available in a network.

Fig. 1.14: Cell Splitting

Fig. 2.14 shows a cell splitting in which a congested cell, divided into smaller micro-
cells, and the base stations are put up at corners of the cells. The micro-cells are to be
added in such a way in order to the frequency reuse plan of the system should be
preserved. For micro-cells, the transmit power of transmitter should be reduced, and each
micro-cell is having half the radius to that of macro-cell. Therefore, transmit power of the
new cells can be calculated by analyzing the received power at the cell boundaries. This
is required in order to make sure that frequency reuse plan for the micro-cells is also

working the same way as it was working for the macro-cells.
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Where Py is the transmit power of macro-cell
Puw is the transmit power of macro-cell

n is the path loss exponent

RY. ) ]
R,LZ\ is the radius of macro and micro-cells

In cell splitting, following factors should be carefully monitored,;

1. In cell splitting, allocation of channels to the new cells (micro-cells) must
be done very cautiously. So, in order to avoid co-channel interference, cells must

follow the minimum reuse distance principle.

2. Power levels of the transmitters for new and old cells must be redesigned.
If the transmitter of the old cell has the same power as that of new cells, then the
channels in old cell interfere with the channels of new cell. But, if the power level

of transmitter is too low then it may result into in sufficient area coverage.

3. In order to overcome the problem of point (2); the channels of macro-cell
is divided into two parts. The channels in the first part are for the new cell and
other part consists of channel for the old cell. Splitting of cells is done according
to the number of subscribers present in the areas, and the power levels of the
transmitters must be redesigned according to the allocated channels to old and

new cells.

4. Antennas of different heights and power levels are used for smooth and
easy handoff, and this technique is called Umbrella cell approach. Using this
approach large coverage area is provided for high speed users and small coverage
area to low speed users. Therefore, the number of call handoffs is maximized for

high speed users and provides more channels for slow speed users.



5. The main idea behind cell splitting is the rescaling of entire system. In cell
splitting, reuse factor (D/R) is kept constant because by decreasing the radius of
cell (R) and, at the same time, the separation between co-channel (D) is also
decreased. So, high capacity can be achieved without changing the (D/R) ratio of
system.

Sectoring

Another way of improving the channel capacity of a cellular system is to decrease the
D/R ratio while keeping the same cell radius. Improvement in the capacity can be
accomplished by reducing the number of cells in a cluster, hence increasing the frequency
reuse. To achieve this, the relative interference must be minimized without decreasing the

transmit power.

For minimizing co-channel interference in a cellular network, a single omni-directional
antenna is replaced with multiple directional antennas, with each transmitting within a
smaller region. These smaller regions are called sectors and minimizing co-channel
interference while improving the capacity of a system by using multiple directional
antennas is called sectoring. The amount up to which co-channel interference is
minimized depends on the amount of sectoring used. A cell is generally divided either
into three 120 degree or six 60 degree sectors. In the three-sector arrangement, three
antennas are generally located in each sector with one transmit and two receive antennas.
The placement of two receive antennas provide antenna diversity, which is also known as
space diversity. Space diversity greatly improves the reception of a signal by efficiently
providing a big target for signals transmitted from mobile units. The division between the

two receive antenna depends on the height of the antennas above ground.

When sectoring technique is used in cellular systems, the channels used in a particular
sector are actually broken down into sectored groups, which are only used inside a
particular sector. With 7-cell reuse pattern and 120 degree sectors, the number of
interfering cells in the neighboring tier is brought down from six to two. Cell sectoring

also improves the signal-to-interference ratio, thereby increasing the capacity of a cellular



system. This method of cell sectoring is very efficient, because it utilized the existing
system structures. Cell sectoring also minimized the co-channel interference, with the use
of directional antennas, a particular cell will get interference and transmit only a fraction

of the available co-channel cells.

It is seen that the reuse ratio g = (Ni x S/1)*", where N, depends on the type of antenna
used. For an omni-directional antenna with only first-tier of co-channel interferer, the
number of co-channel interfering cells N\ = 6, but for a 120 degree directional antenna, it
is 2

So, the increase in S/I ratio is

(ﬂIXS“! 0 qn 0

120 _ _120
(\|| X S/' ;)mni q
(r)]mni
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n = path loss exponent Ni = Number of co-channel interfering cells

g = frequency reuse ratio = D/R

Thus, S/I ratio increases with the increase in number of sectors, but at the cost of
additional handoff that might be required for the movement of a user from one sector to

another.

Microcell Zone Concept

The micro-cell zone concept is associated with sharing the same radio equipment by
different micro-cells. It results in decreasing of cluster size and, therefore, increase in
system capacity. The micro-cell zone concept is used in practice to improve the capacity

of cellular systems.

To improve both capacity and signal quality of a cellular system, cell sectoring depends
upon correct setting up of directional antennas at the cell-site. But it also gives rise to

increase in the number of handoffs and trunking inefficiencies. In a 3-sector or 6-sector



cellular system, each sector acts like a new cell with a different shape and cell. Channels
allocated to the un-sectored cell are divided between the different sectors present in a
cell, thereby decreasing number of channels available in each sector. Furthermore,
handoff takes place every time a mobile user moves from one sector to another sector of
the same cell. This results in significant increase of network load on BSC and MSC of the
cellular system. The problem of channel partitioning and increase in network load
become very hard if all the 3 or 6-sectored directional antennas are placed at the centre of
the cell.

As shown in the Fig. 1.15, three directional antennas are put at a point, Z1, also called
zone-site, where three adjacent cells C1, C2, and C3 meet with each other. Z1, Z2 and Z3
are three zone-sites of the cell C1, and each zone-site is using three 135 degree
directional antennas. All the three zone-sites also behave as receivers, which also receive
signals transmitted by a mobile user present anywhere in the cell. All the three zone-sites
are linked to one common base station, as shown in Fig. 2.16. This arrangement is known

as Lee's micro-cell zone concept.

In order to avoid delay, these zone-sites are connected through a high-speed fiber link to
the base station. The base station first finds out, which of the three zone-sites has the
better received signal strength from the mobile user and then that particular zone-site is
used to transmit the signal to the mobile user. Therefore, only one zone-site is active at a
time for communicating with the user and it also minimizes the co-channel interference

experienced by the mobile user.

@ Zone-site

23

Fig. 1.15: Location of Zone-sites in Sectored Cells



Therefore, micro-cell zone architecture minimizes the co-channel interference, improves
system capacity, demands less handoffs, and the system is easy to implement. The system
capacity for a system with cluster size k=3 is 2.33 times greater than the present analog
cellular system with k=7 for the C/I requirement of 18 dB. This micro-cell system gives
improved voice quality than the AMPS cellular system at 850 MHz. The micro-cell zone
concept can be wused with both digital communication systems and personal
communication systems, and is best suited for indoor applications. It is also very useful to

provide services along highways or in crowded urban areas.

High-speed fiber links
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Fig. 1.16: Lee’s Microcell Zone Concept

Advantages of micro zone concept:
1. When the mobile user moves from one zone to another within the same cell, the
mobile user can keep the same channel for the call progress.
2. The effect of interference is very low due to the installation of low power
transmitters.
Better signal quality is possible.

4. Fewer handoffs when a call is in progress.
Repeaters for Range Extensions

Wireless operators want to provide dedicated coverage for users located within buildings,
or in valleys or tunnels as these areas are sometimes very hard to reach. Radio re-
transmitters, also known as repeaters, are frequently used to provide coverage in such
areas where range extension capabilities are required. Repeaters are bidirectional devices,

as the signals can be concurrently transmitted to and received from a base station.



Repeaters may be installed anywhere as they function using over the air signals, and are
able repeat entire frequency band. After receiving signals from base station, the repeater
amplifies the signals before it forwards them to the coverage area. As repeaters can also
reradiate the received noise, so repeaters must be installed very carefully. Directional
antennas or distributed antenna system (DAS) are linked practically to the repeater inputs
or outputs for spot coverage, mainly in tunnels or buildings.

A service provider dedicates some amount of cell site’s traffic for the areas covered by
the repeater by modifying the coverage of cell. As the repeater do not add more channels
to the system, it only reradiates the base station signal into specific locations. Repeaters
are generally used to provide coverage into those areas, where signal reception has been
very weak. Signal penetration inside the building is generally provided by installing
micro-cells outside the big building, and installing many repeaters inside the buildings.
This technique provides better coverage into targeted areas, but does not increase the
capacity that is required with the rise in the indoor and outdoor traffic. Therefore,
dedicated base stations inside buildings are required to meet the service demands of large
number of cellular users present inside the building. Finding a proper location for
repeaters and distributed antennas inside the building needs a very careful planning,
mainly due to the interference signals reradiated into the building. Also, repeaters must
be able to match the available capacity from the base station. Software SitePlanner helps

the engineers to decide the best location for putting up the repeaters and DAS network.

Conclusion

The fundamental concepts of frequency reuse, frequency planning, handoff, and trunking
efficiency are presented in this chapter. The performance determining parameters such as
grade of service, spectrum efficiency, and radio capacity under diverse situations are also
discussed. Handoffs are essential to pass mobile traffic from one cell to another, and there
is variety of different ways to implement handoffs. The capacity of a cellular system
depends upon several variables. The S/l influence the frequency reuse factor of a cellular
system, which restricts the number of radio channels within the coverage area. The

number of users in a particular area is greatly influenced by trunking efficiency.



)

Celludon Concepl |

b Collday bl ek 4 Wides o To BTN o any e Locai
Mmen%eLm%m. Celluta ’hd”l"”a’“m"“’m a Lage nowan
of oo o lage W R witey @ Limikd %-\Wma epeelecin -
H%kc@?m\'la,; M-MLHM\JMW{%%MM lane akiny  Dampwttcg
hoa frdl YRR Qi wlld & W S Mt e fame dadin duned,
vey e (fo @mm ba amabiny, bane Malin  logly  Zome C-,Usl‘a_-mmgr'
Muﬁd%w‘mq,wd;fmm% o Sy gt peoblen o}
&T"M cmnm nd w&cafm&hz{‘ Qk_ﬁ'H(mJW’L’d kLg}mme*Zwa,
Jonaked uirlm alleealion  wilind %a Waaﬂ kechnma,mp U"ama&

M cldar  Gnpt w A %%_l@dwuww%r%,ﬂa&%b}
“31“ ?““’”“ Yompwiter  whi wma Lo power  bansnifer €och Tﬂm,\mam(maa
&m“amwfd&fog&ummm«@wvmmqi
Mookt & podan of Aokl momke of oy auellalk b e e
i ek il asliind, il S B foge N S B
Mot ol by avalllle  Cannd  auw Mw%a&dih‘vdjwm\hﬂm
a% ma\?@wyﬂ bas skl . NM bare glalim aw wmamoed A%btunt
?L@Lﬁrsu—%&mw,\l %Mm.mgbw%wwwé



‘C/‘t_(q_uewcﬂ( Revse Qaaie M‘ﬁ e’i Htia_a:y\oﬂ Celd Lﬂﬁ“d" 1=
U o = T

(gwd%kaalwma@mmﬁ cmnminkemamt mwmu%uwm
MWQW%LW‘&%CMWMM el o
%‘“T"BWM& b b dud W A Ll W«zma,
mquu-wmwwwm&wﬂ@w?‘*ﬁ
bl conlin Cn...,\_‘;lm,(a A fgoend thannd  Aham 'nej«awmw;a @l . Vg
S o delecking and) aﬂeca.ﬁm% Ramacl Geoop for all of He

Cottula, o cladions Wit A éﬁasln.ﬁc v called %ﬂgmua xuuse o

M Flcunmin(j ;

_ | |
T fning Fg shoat tie uwﬁcm%wwﬂijm
Clly,  labeled Wl MAme/Qeﬁe/\, vie A, Lame B’w-ur) w%dmm\eﬁ

e L\mawﬂ, Cett  Lhap, B A M nglice” model o ﬂmm@mﬁi

%«f mwm]w& has  boon Uﬁwwhdmfﬂlgwtz



Musten SR ‘"S St %e\bwv&a Leasamy 1y B cell mueh be d@hw o

Qowe  the weakesl wokile  wibhd, Ang %Whﬁnk and HBore Oue La—Pu;Jﬂ Reealiy
Car BT o_AaLbi Bl OX) P a  fwen detoane beltveon, the Cenbey k%

e \aﬁkﬁm and i {JJ-H/\M/" }:eumeiq }aﬁu\b) thae *‘fmam hay bu.{.uah} area_

% e Pu C S, W ;P%m)-
When Muu,;ﬁ Juwaw Jo madd Covenq, Qua ko

@@mumjvrmm wgmgm
Com <oy @LCM%M

e Asaridley ade ‘hﬂ”‘m’

cell Vedices
s el tha B Cerdon

To  wndeustand K %}Q{V‘Ehha Joige CmnaLf._{; -
has o Lelsl ai) g dv-l»‘q Cranngd, auailatle %.rm aﬁ eady cell &
Alloald (3"“"’“’13 K chanmds and J$ Charndy e SUviced among Neell

I\um!aaL
MWW!&%&JCMQWM each howe the Came



hannel Mlocedioy Schemes |y
B bt ubligatim of the Kadio  dpelom, o MW% Shme,
dat 6 Consfedt Wik e G%msﬁijﬁWaw
M.Eninu%m'a unbefente b Aeqprad .

Channel tus:amment Mt o be cluifd 25 G §xed o dypani

p\?&é‘ %nv\&q Wmer\t i
Rach el v allocalid - predeteimined M%kaﬁc@u
atteapt Wik e uucmcmhé L%&wed byt United  ehannel

u dhap me:d% te] »L-ou e Cannds vh dhat Gl G eeopid |

dhe tall v blocked omd He  Subsoibar  demned kecaie  Stcg . Stead

i wbr S T ot Bourny thegy it
own  Charnds  Qu alkue\a QW.

D s d"\ﬂ_r\t Q 5 Kﬁ.f ,l N
Dypani._charnd Mo
2 dax owe  clannely 0wt mek allocatzd b ohktcuu\% tell ?Q’b’h‘l.qm,\&a ;

M‘kaww‘mm)b\Lwﬂ bar Abwdws Aequals
a Oand fo e Mse W L Ben alleadic @ chamd b e
pupaed cetl Pellong o algodbow b Aake b asent e
&ﬂmvgﬁmmnﬂ»@muz he .



|

Hondeved pﬂ\ﬂ.h*s& ( Hmnclvﬁ ‘Lkugkta,,_g) 1=
4 e

whon mobile wwova ks & ohbJD(mJ ted whide A Lonieatadisy & W

oogirs e R e i ol o meo Chasnel by
Jn Al mew lbase ghabun g “‘W‘”Jot o peralioh et m\a nuelues mmw
&ﬂwbméfdﬂﬂjwmwwmmwmhﬁmh
be  olloealid B Cunndd Omozdaled  with e basx &l

_MW*&WMMW%*W%“W“&W
TR wadﬁmw,%ar

m\ma Hha umo.B OLCMJ) J—b mobde  moves ﬁw,,, mtﬂﬂdﬂ%—
ko difunt lidan Spln wxb»‘éusi‘ha alfeink Mse.
MAWWMM%@WMMWAAWMK%W
?W%@WMM%JQEUMW@M
pod w wod as Buokeld  ab whEl Memdeft & wade

Twa WMo Guen ba A= P&M&% - f"f'mm‘:mmwt Evnglit b

o l"\a“‘ o ey Bvall .



A
.
s\m‘#v-cf% “;““ g
Hw&%pmw | )
2
=i T
| B

e Do ok peuid- A

¥ R _RW%JWML
L e —_— ..,\\Ur{qum U—&-G-ui U’.L“EL

= 7 7 kel ab poinkp

S iz,

oA

O e R R aky Sae
% Ay Ao Al ‘meméib{ MWWJ%W @

Q.ngBE \QQ&M a call v Aent thqa irddind

MQLMF?'

Keoa By WQW‘uMMth h{n‘dduplaeﬂw

B i Ocegblle lud B bty chnd ot



ﬂ

©
W mfrﬂmuwum‘\%mw‘%m‘umemmaﬂaﬁ
wmw\ggmfwu@ﬁﬁia ahuiﬂ'w Whon  Jhg Heheld o,
&ﬁ\ﬁ:— w%m@ﬁh@wm%&m‘wl%
1 ot g Msh bl Gl du B ampudland o iy
ok B Mg m-d&u_hm %mrtm-mw aar available o
cwas-i»\{ %m&d B uwr i meam%k

Mgt d,  Whan @ @l wlad homdel G @lld Be cluell el
bl a dfgiunt ype § Mandele
a Q%bcu:'x}' Celloullan 3—at,km" embialled bﬁq'
deffpent MSe , an trksidon, hardef

Vord fondef) > Ui Hundeff 0 chatachuizd by @ mebils

S ”E& o sade Lik Wy th m\ﬂ»a ore  Asgrcain  Ponds (Ap) @ oy B, X
T e sl Coecloy W Jemiraded 'Qtﬁw ‘a nwo Conpeelzy oy
“ atbiveled - This mede ejg opusion - Vv Adpead h break -befo ke .

|
| s

i g e RO duding dne hordeff - thiy o @ New Gnneelios v Made

befow  itabig Uy od Comnthnl and tn (optud B M!a*‘c%wm.
Comh  &ghim  vses et handdfl deshninue -



P«*i@»ft%:é H&M% \=r

o TR M B Bt & e
annd tontapl m%xm.d st of Mo ot awdilalle channly
Wl vy Amewed mnmﬁwj,a :t&g Mng% gt hm
evama et whath omay be hunded ot Wb me cal.

Uin  oadhed s B di m;tnap vﬁ uaw)q dte tehal  Camied.
W G o o o et Spabuni vhiligatid
A Aawm' Channad  Wrcgroiont XWL?@ , wohieh ivimig, Mo

oy o] aequied) @wwbﬂ Yhyaint  demand- based
alocalind g Veed.

Guuung ¢ Homdefp Asueds o oneba Melied b diase
%%%%fomo%mmum»bm%
awollatly  chaneds Vet F badef St e disune e bl
%ﬂwhwrmwd@iﬂﬁﬂdwwg%
W L T VI LA T sugie) Ll O’/M‘F
oo A hadel Maheld and A Aed oy i v dandralid

due by i%@J Zrad lewe] |



P%QEQZQ Ro«w\cla% trateleialions | -3

Swel bl ady whon gl ko digy for o nde Ao o
Mol Viooties . Sk Spad  vedidu pas Wewp de Cowuy tega g
o @l wlkin o rale %MW}M Pedubms MLYMJW
nad o handey dong @ eall. Gl gelemes bave bawn  duviced 1,
ol we S Rl o bkt and oo dpad Oun il
mu\amgra Whehandfh Wnbewentin  feom e Mool Awobu prackidl

o
Lindlati w bwe bldy b oblms mew  Cel ala

¢ 5

b% um;[é) w padid e el %’T celludan  Lowncs F"«‘Mol%-f—o

-~

oW\ ’T\ew'p‘\am_;,j e @l leador i Ovbem avea . By s gl

Gencd. e and difjeet P ledd ar e posnl b e lnge

v Aot el Witk o-loahg ol Wagle  loalen - (g
Ny 6 ad 0 Vil Appesch s

e

Wl Omnela el apmeach  onsunys Hhak the Twmbe o3 W\J—%

.M “inimi 2ed %«r %‘]}WJU:@\ el et P WJM
Chane) :fq Pedethaim W’FE v iz jﬁ,, N%u tpecd vsor

onal ‘;umid.u aolo\fth?aﬂ, Wil elhanng) %( ?MW Uu&



1

Simall mjerecell

%m v Q”»tu]

L&gfe il e cell

‘F"Y Hudp gpi_wl LW

WM. T T Tt Rnovw
o “““l“ﬁ’@“ﬂ' Mdm@w«a ;wmm%m bedosbuait  Utor Jhal-
pobde o vy S il b b B toch Gluda ot &
whoe b u bade-dfs o Lo s aad

o Uzlom  €NA mnmnnt

\wdl\ beliweon WS Qobecibar oamd e B

' P eludas \ey— R
w9t acnuaiim (M‘-"‘L"a e &#d(hm) e l«d‘a\uﬂ e
Make a"\ﬂwdv%%‘mu m%ﬂ lewd  » dumed Bk T Ty

hondel]  Basheld  w abmb oS
"F’{ A ke o W gda ) bdg b 12d®.

‘\bu/_) M{MMMW



Ko 4&%&1 telMulan &a&»m‘ Avch  an C}SW) L er nmobile  Pstisks iju

|

Ag lf\wndc%% [rm,gdw bt) &wmad e bot handely  Candidil

anol o hamdeff M dewsesn T Made fygadly el mh&

L peo - Lumads, “UA \Hmﬂta boboinw €87 ad 608w medun

Celludan Sl b0 Jastulb umded] s Arppel Co sk, ooy

;LmT «E CFC};)J 7% hmdu;ﬁ k@h m?fad i) MS/@J By e
\

heovde the  MSCeith bl lomi b Yue a @l ek
B oun nad 1‘% "vvndrﬁ?

I“téq;g-\zm ond L‘éﬂﬁm cafu% 15

Mo 4 e gy Linil fadi wn B pujpmans o} clide il
_W_Tm madw “\'d?‘j | Aagﬁmw%i!\aﬂ’m[ eelldan l“lf?/\ﬁtm i

Com chovnd Wl and picnt Fannel Snbeeurte .

Co - chomnel Mdeleunte and vhddim Q_ﬁ(—jﬁq s

mewd twee Umplia tab w4 Gren Svtage aua Buwe o dwenald ell,

ok wee b fame &b 9% Jgtq,umcws Whoe ae Glled  Cochannd cgursj_

ond e Cleune blweot  Ligpals Dﬁ'um toe (S Tu Called Co-channel
edesnce Cohamnel tamnal e Gnbalid by Aunplg Jntmsin_? T AU
pewr of a Womsridton . W\m o mate Gn vesase W Canin Bongt o,
Knogass e imbores B e b,w'ra Co- Channd Lell « To feaduce  Co-Chamnel
-lltlkbkuuvwfk , lo- Gumnd Cell sk ke WMJL’ Avpaatdd bﬂ & mo
dulore Fo Yuends Atﬁluzwd‘ awrtﬂu?: ol bﬂwf’«aed;ﬂ? .



he  Hie ASA%L C,_E cachh Cell " a{)}?ﬁﬁ?ﬂd’z%{ the, Yame and The base z!fcuﬂfm
%nﬁ‘t te o /JDWEA,-’ e o - Channel ;”“h'!ﬁtwfu— m}lb v l;)'lCLEPCrdU\[- dg
e baramitfed  power ond Reeome 0 fonclids of Mhe dadivg o Cell (£) any

the  olistante  bthwe, C(ntfeu r—g {le "‘?ﬁﬁmt G- chomnel tells (D_). &g J"?Cfe‘slif"’}
d

he  daks Ok e W Spmaliry  Redwten (o harnel  Col  golah v Fo e
Cetrw(?t D sfamce % Cell w  Morased | fig” premetn @ Clld g, (@ —Charmed.
A Aallzi/

8. . v

R
Q_ /‘*—Wrc{v ja/\gm, W? Sineg  The dugta \Sf‘}g N v Amafy
by ke the momkey, 6 o channed ‘“"erkwﬁ R T
S - _38
- =k i

a
Lz

S = Doird .&J\"fa-ml F{mﬁb «?er e desird B
'ELJ = &‘ ACE Fwi CCUJQJ 'Q‘a h‘{ J:‘H" ir\lrmbf_u? Ca-CJm"hneaQ bw&l;-[»bn )

vy dxpanr Astoured ")ﬁwu f, a- a dudtema  d bum\ TLYmeﬁu\g anferva o

W'ﬂm&ﬁ.& b‘j -
fo s L)

[k am) = ?OQCIBV’\) = 10“\‘5‘3((1{44)

Atro [
R N .
= Lopr
Lo g %
R (o~ )
£ =

o ?
Lo Lo



___-S=_ ——— —

B

gt X XM g

Y I’
Ao_a) " F R+ ap

.
|

- A
" M = -~
S T [T e L

£
i

P(d_\{},tun_t Li‘\ﬁkf\-ﬁ.c‘_l M&H'&m b ‘%‘

| wlajeence Fasdiing fom A whah o Wdpeir w3 fepeney o e
" M&‘TJ 'mmndaddﬂhntdwnnclwabmm-w@&nmﬂm&ﬂm
e e o fton, bl s ek Rogueelts o Lk
ﬁ\nmww, Be  problem  tan b J}mmia Anisia 'L{)'m
Qé&‘;tunt Channdd —:A—QA, n M:‘ma . WLd He Mt\:&,( &£
Aubseidon s

!CLQLLWUL« while ke chwS'—u .QLH(mFLg L—c Jruegwe. @ EML

, Aiﬂ.t-asn o dwe tesned  Channe . Twa v /‘u,b)bw_d b a3 Neas-— E‘m’
e sy e REL . NEL T
i - .

el W neacfu fE S e 4 okl ok

bg_ﬁj; i»\'ﬁ\bas d\mfmha on @  Cannel dW 4 O Js&;\.a U<ed bxa a

wak, welil . e b lalm woy e %&Jﬁ i Chicdnﬁna]MfH
donted  Weekile e %ﬂm Ie  Sledever  Causd &ud dy e
Q_&_&.M (‘_Q\.M\NB W@h;l@ 4

Ry Feepnd B %uww& fapanaln beliven, each cBinnel v
o c&wm el @ (QM%Q at W%}Jw aobaiut Channe) \?y\l't«-bm%



wuua be. Wﬁ&m&a' fedueed . Wt frddead 0% MA&“@ ey
o u“uaw bard o} fedende withe @ dadiedac €U Chamdy

e alleedid  Quele Mg Al M Spaatim  bdigen  charmds
fioi 0 a,wg;\ Cll "t WMiMimized .

e ey e i o g e St b adiit
QWMMWM%M&A%M&MFM
wé{imr Comnd Slidonce tovd i Lol Lk B e
Qore-vi wmobile u 2olmes s clowe &1 A4 b1y basslalzy @ amalie
el wied s thogd &flllmt i'dé Fmbmﬁ,fm, &ﬁrial-b:—
Yudedeonce valis ol fug bax dlim _F.f the e, Mobile

$- a7
A

AM“ M,W lnliry pobowen ML Fwﬂldb& a L\,_?(L, G&m&\t\-
%&m W rda o ,&aid- odpaint  chomnd R

Ealang Capairhy WW'L Y
U + ~1

b b A Wake @ Cnpund E?\ma Copaiily qﬂwur

e et R akowd T&m\h&a aed  Gonl r% Sty Ond

bored O [fal- e maole Camfmm@n



Tﬂwﬂh“(’] O Wi S il e 80 % elephome s Bat ned b ke
MR S O himiji Wt hondeeds of  Wlaphones ond Pl G
},«-jn&f;bu boed W deo%&ﬂ fue Ll Aadia &ashza.
T dogy Gk Aedo Aaﬁum Anap e Fandle o edd aarﬁ{{
o Spede ¢ i ] Lk T e sl & udadkend kst
Buo and Qg Sheoy. W Jondamerlils w,g ‘*‘“““a
ot dudepd by E"lﬂwa mmE%wg@Wqu&og
o dntwaly G b mame)  Guicd % @ chend huk
R R
\we Gw“r&al{'-%ﬁimn& W oA Measue o Y abll] d a wa
Otovs 4 tmked &Jadw ohmj e et howr . Gog v
bpealy  en @ e Ukdihod et @ call 'u blaked , or the
KMetind of @ @ :axfcm‘mc]-\(c] a o(LL,_a 5,@% $oam i, Lol
Gpesing L.
W R dntensiby ofed by ach, don Tw gl kot @ll
soqute (pourtt Bonle §ec ach i) ¢ outtiplied by e
MuéraTwiw- Tk b, e MC‘}WM AWHTE- nlenioky ﬁﬂm
W ™ g Ay - dH

Hamwcuma%w
B Wm%wwkwmwfnwm



v @ Aﬁt,tm Lmh:\j\d UV Yo and  an mw MM.—EQLM
A= VAo
€ Uannd  lumked. éazlm%

Ay = UAU/L

Wi %L»du,\g % b G ‘fuﬁ

5 = P\C_ - £\ a,
(o[ bkrduj] i+ \Ma B %mﬁ

. §og

2 Bk

—_—

K=s' ]

EAhm&C -3 ¢
P’L[M‘a%] g ! =
A +C’,(\~%>Z%%E




_ iulmm COMA (>

) Comp o A—r%\. Cﬂfadrj wmda - -
3) Mt %«a\ma ey b Wm;ud feduted ettaun tho fwa-ml
w &T«md oL QA D.Maa Jf%lf\m:w.
L,l‘_) Urarned  dala” %k e Vw_k %?L i CDmp {ad@m :
SY  mt comp v Co— chamd cell o Gam e MMMTL
R = L §
G__) S"‘L’D’é;am;ma @ }ntubhm.. wa DA % _ Q,lb/(&am,;w;\a M:%
'%“"“‘ Bu faar Db e AM‘“& Sepente ‘{ diffont wrou  aw ned ~
{% ety L
+) W mea- P’V‘ }MW‘« sceuns  ob o epmp tuve % am
wrdosed  wan et a J,\fgio deledd 24 me' as u;mw e

)L) Wwadwﬂ,s ‘ECL COMA lone .&quww{lwhxg,

Cellyla ,ﬁj}!ﬂ n 3 —

~ Nn
Wi felinny §a Mus o bad e bple ki Coniuy
o melile At kape Alalion  and WGLSMRMH tenbr, CMge) .

we  mobile iuhklwia Gntir, w Aovilina called o Mobile telplme

M r%u QMT&O)} twa ubE " m[,m;)gm %r CMM'L%



Wi Ad Wl ene OE B bay stalima

Cocke  webde  Commonaalu
a/mlwdm W-%hw\aw%mmﬁéw
B dupabe 4 O . e mebfle  Aliddw  omlang wwwf’b)
i, sy wnd Gt Oraill wmd mag be Mol iy imbid,

o wed a a potdle dwd-held odl Wl Bs ik o
o Dy ond heeubas ik Svalinceody  Sundt
%u;u duploc Commmicatims  Wnd %‘W‘Lﬂ IR TN Soppolk
Laveal uwwmja ol m&w&a Wi, . E B Sowe. g
0 Lf«fclcaﬂ biwars ol woktl, s o dee W oad Gnredds T

Lo Cwdlgion woly Gl vot lphee dnis oy Mcevane

ke b 4w Mg .



/

||

wi MSe  Wedialy e adiibis oal e 29 and Comneeds i

ol telludan A@ha\, ke PETN. A W Mge  andles oo, oo

Celludar,  Lobsciben  nd  S60r Mmullaisy  Gmwensbing ab o Bl

owd  actewedalis  all E:Ju%l and W mainbenante,  Tondems  as well

bn e et Sweal Moy wmlga Amak oL,

Conuvuwmicaion %.m%smwwmud-wkﬁagw
Conmn. @l Wl (ChE)- al ey o Sl Chanacls . 1
Chonnd  vied ¥ Vou's Wiz %w e Bar Bhlih b wobde
e Caled  demnecd vore channed ¢ Bve) ad lhe Chamndy  vsed v
TN T ,bwm bl b bhe bax &talim  an callel
Ravour Veur Chamnd C RYO) . Teo hanncls W% rf'f ?nﬂ&b\é
pobile Coll @ \Tmma erlid  Channd () wmd  Rewee bl
tand CRED)  Comhil  Shanndic ac abe mamed  as Sdup chamel
boreamse ey Qu em,hd Lrwrolved &Qﬂv;a ap a @l ang wa\ﬁ?l,
b o drged Vowr chamnel . tbel  Channeda Wamind  ande
feruve M“““““‘Q‘LMW’& call FWWW@@
and o Monileded k‘d wobile  when iuﬁ donal dare o Call w’
W.&mwmm%dwwhdwumuwm
wh&;udwwwo%mwwt%wmm%

Wi L Mddh\: .



Eﬁ‘tkm e—&‘b:ttle,naél 1>

Because iy %t%w__wa Apahom "0 s bnited  Ruspu, we Ahply Lmbbige o
Ve Sfelie - B ndu ko appueact, ok, Zpalin, ey
ety 4, clady Mt Joom ik @ doly Sdor bt of Ve

e et -bopad Lok Porsbediie . Py mest Aadawuzrm.j

Afﬂdmm e‘bb*"”““‘d w M dame 4 Clas eﬁ.’ﬁm%, By, T el

e% Garls - hol - €an b freoindd i A fen ﬁuwwa&md,m

Uppuaplake  finihan o Spiehione 'fﬁ,um? P Cllbn ol adsy

Jhe  mumbes og Channds F‘M eel] . :;

s S -Lhu C—UUJ.JELL 'ELAA}_e ’SUSLQN'

Speclim. %;WUJ e elhapnel eﬁyuw(,] ;

Fome Frequeny Diving, Muliplesa )
3] ! v

t o . Ay P
4. ) FWM%UJ Dineeoy NLLﬂhoFlauna w Jwe oldest  and ‘BW%
et U'M‘L} axed Chovnned elloeod oy "Sd’\eme.
%) e T N SRR L e Fut Guad hands @ Meeded holueed
By Charndt 4 heep die Loy ’g{f@m}m
?9_) MGMLJ de  &leddns  musk ke féa/w%u_uzl -’w«m Conlrolled

1) ’L e Member &L Aabima cu Amall ond £ixed | dne J}ﬁww% harnels

Com be  aMocalzd &Q&@% e aduanee

’ _g) W Comumen Aﬁﬂwﬁvﬁ Aonnel  pyag d:,,:M wle bk ci CUMLer .



y

l

T ud cotud 86 dih o dmie Gadk kb B g by e
So (a/wwd ok . Vhen (TEMML el had datn b Ked b
f:,LL}Z:_J N C,LU&MJ—QLJ A Unawrdd at /Ulhaté"n'\. and Wwiele M T l’gi

SRt Guned iy ment g B &b

TOM (T Db Mulh"@huf‘lr\a) 5

M well wndeuhnd il m*eleﬂ{d aed or peadies 2 feqpiey  Lime
WM%@M %I‘, .~ Bloh) bed M, «en o d#mhcl&:l LUJ a ILLB"AM

,éhl‘tm O olseibed M Alsled AMork -

o @ P dien  ghatis

Jbemu fw llo- Mbps  TRM Ahamely }m U{asuﬂkmd

Asolinig . Eudh chprned o%m%ﬂ; o Agwra v L -Mter

%U\m& eoth fume, Cm[q(ﬁ,pa 10 gLy &hobs  Cath Hme &k

; Lk VP
S)/\RAGLG‘{»-BI}‘ IMW’ CULWNH cach e B Aeld a6 s voe

Claannel . ] 2 WM%CW&\[, u ohwha o cﬁ g atmwéﬂcd‘iiq’ ._

be Moo ( Mo Gl (lakim ) - W b aie oFeum oE GeTa & 2 Gmbinant

e Yep  prestes, sk glep  Ledug Lmsee .



UNIT 11

Mobile Radio Propagation: Link Calculation and Antenna System

Free Space Propagation Model:

The free space propagation model is used to predict received signal strength when the transmitter and
receiver have a clear, unobstructed line-of-sight path between them. Satellite communication systems and
microwave line-of-sight radio links typically undergo free space propagation. As with most large- scale
radio wave propagation models, the free space model predicts that received power decays as a function of
the T-R separation distance raised to some power (i.e. a power law function). The free space power
received by a receiver antenna which is separated from a radiating transmitter antenna by a distance d, is

given by the Friis free space equation,
Pr(d)= Ptherz/(‘I-TEd)z

where Py is the transmitted power, P, (d) is the received power which is a function of the T-R separation,
G: is the transmitter antenna gain, G, is the receiver antenna gain, d is the T-R separation distance in

meters and A is the wavelength in meters. The gain of an antenna is related to its effective aperture, Ae by,
G=4mA/\?

The effective aperture Ac is related to the physical size of the antenna, and A is related to the carrier

frequency by,
A = c/f=2nc/ o

where f is the carrier frequency in Hertz, o, is the carrier frequency in radians per second, and c is the

speed of light given in meters/s.

An isotropic radiator is an ideal antenna which radiates power with unit gain uniformly in all directions,
and is often used to reference antenna gains in wireless systems. The ef/7'ective isotropic radiated power
(EIRP) is defined as

EIRP = PG



and represents the maximum radiated power available from a transmitter in the direction of maximum
antenna gain, as compared to an isotropic radiator. In practice, effective radiated power (ERP) is used
instead of EIRP to denote the maximum radiated power as compared to a half-wave dipole antenna
(instead of an isotropic antenna).

The path loss, which represents signal attenuation as a positive quantity measured in dB, is defined as the
difference (in dB) between the effective transmitted power and the received power, and may or may not
include the effect of the antenna gains. The path loss for the free space model when antenna gains are
included is given by

PL (dB) = 10log(P+/Pr) = -10log[P:GiGA?/(4nd)?]

When antenna gains are excluded, the antennas are assumed to have unity gain, and path loss is given by

PL (dB) = 10log(Py/Pr) = -10log[A%/(4nd)?]

The Friis free space model is only a valid predictor for P, for values of d which are in the far-field of the
transmitting antenna. The far-field, or Fraunhofer region, of a transmitting antenna is defined as the
region beyond the far-field distance dr, which is related to the largest linear dimension of the transmitter

antenna aperture and the carrier wavelength. The Fraunhofer distance is given by

di = 2D\

where D is the largest physical linear dimension of the antenna. Additionally, to be in the far-field region,
dr must satisfy

de>>D

# If a transmitter produces 50 watts of power, express the transmit power in units of (a) dBm, and
(b) dBW If 50 watts is applied to a unity gain antenna with a 900 MHz carrier frequency, find the

received power in dBm at a free space distance of 100 m from the antenna. What is Pr( 10 km) ?

Assume unity gain for the receiver antenna.

The Three Basic Propagation Mechanisms:

Reflection, diffraction, and scattering are the three basic propagation mechanisms which impact

propagation in a mobile communication system.



Reflection occurs when a propagating electromagnetic wave impinges upon an object which has very
large dimensions when compared to the wavelength of the propagating wave. Reflections occur from the
surface of the earth and from buildings and walls.

Diffraction occurs when the radio path between the transmitter and receiver is obstructed by a surface that
has sharp irregularities (edges). The secondary waves resulting from the obstructing surface are present
throughout the space and even behind the obstacle, giving rise to a bending of waves around the obstacle,
even when a line-of-sight path does not exist between transmitter and receiver. At high frequencies,
diffraction, like reflection depends on the geometry of the object, as well as the amplitude, phase, and

polarization of the incident wave at the point of diffraction.

Scattering occurs when the medium through which the wave travels consists of objects with dimensions
that are small compared to the wavelength, and where the number of obstacles per unit volume is large.
Scattered waves are produced by rough surfaces, small objects, or by other irregularities in the channel. In

practice, foliage, street signs, and lamp posts induce scattering in a mobile communications system.

Reflection:

When a radio wave propagating in one medium impinges upon another medium having different electrical
properties, the wave is partially reflected and partially transmitted. If the plane wave is incident on a
perfect dielectric, part of the energy is transmitted into the second medium and part of the energy is
reflected back into the first medium, and there is no loss of energy in absorption. If the second medium is
a perfect conductor, then all incident energy is reflected back into the first medium without loss of energy.
The electric field intensity of the reflected and transmitted waves may be related to the incident wave in
the medium of origin through the Fresnel reflection coefficient (I'). The reflection coefficient is a function
of the material properties, and generally depends on the wave polarization, angle of incidence, and the

frequency of the propagating wave.
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Figure 3.4
Geometry for calculating the reflection coefficients between two dielectrics.

Reflection from dielectrics:

Figure 3.4 shows an electromagnetic wave incident at an angle 8; with the plane of the boundary between
two dielectric media. As shown in the figure, part of the energy is reflected back to the first media at an
angle 0y, and part of the energy is transmitted (refracted) into the second media at an angle 6:. The nature
of reflection varies with the direction of polarization of the E-field. The behavior for arbitrary directions
of polarization can be studied by considering the two distinct cases shown in Figure
The plane of incidence is defined as the plane containing the incident, reflected, and transmitted rays.
In Figure 3.4a, the E—field polarization is parallel with the plane of incidence (that is, the E-field has
a vertical polarization, or normal component, with respect to the reflecting surface) and in Figure
3.4b, the E-field polarization is perpendicular to the plane of incidence (that is, the incident E-field is
pointing out of the page towards the reader, and is perpendicular to the page and parallel to the
reflecting surface).



Because of superposition, only two orthogonal polarizations need be considered to solve general
reflection problems. The reflection coefficients for the two cases of parallel and perpendicular E-field
polarization at the boundary of two dielectrics are given by

E in6, —n, sind, .
r, o= o = 2o 7 S0 (E-field in plane of incidence)
I E, 1,sinB, + 7 sind;
E, n,s8in8, -7 sind, .
- =2 & 1 ¢ - i d
r, = F = nambinomd, (E-field not in plane of incidence)

Where 7 is the intrinsic impedance of the respective medium.

; ol
r o= —¢, 8ing; + I‘E:, cos?9,
il ;
€,.8in@; + /e, — cos?0,

sin®, - /e, — cos’,

LT
sinf; + /e —cos’B,

Where ¢ is the permittivity of the respective medium.
Brewster Angle:

The Brewster angle is the angle at which no reflection occurs in the medium of origin. It occurs when the
incident angle BB is such that the reflection coefficient I'jis equal to zero (see Figure 3.6), The Brewster

angle is given by the value of g which satisfies
Sin(0g)= V(e1)/\(e1te2)

For the case when the first medium is free space and the second medium has a relative permittivity e,

above equation can be expressed as

Sin(0s)= V(er-1)/V(g 1)

Note that the Brewster angle occurs only for vertical (i.e. parallel) polarization.



# Calculate the Brewster angle for a wave impinging on ground having a permittivity of & = 4.

Reflection from Perfect Conductors:

Since electromagnetic energy cannot pass through a perfect conductor a plane wave incident on a
conductor has all of its energy reflected. As the electric field at the surface of the conductor must be equal
to zero at all times in order to obey Maxwell’s equations, the reflected wave must be equal in magnitude
to the incident wave. For the case when E-field polarization is in the plane of incidence, the boundary

conditions require that

ei :er

and E; = E; (E-field in plane of incidence)

Similarly, for the case when the E-field is horizontally polarized, the boundary conditions require that
ei :er

and E; =- E, (E-field not in plane of incidence)

Ground Reflection (2-ray) Model:

In a mobile radio channel, a single direct path between the base station and a mobile is seldom the only
physical means for propagation, and hence the free space propagation model is in most cases inaccurate
when used alone. The 2-ray ground reflection model shown in Figure 3.7 is a useful propagation model
that is based on geometric optics, and considers both the direct path and a ground reflected propagation
path between transmitter and receiver. This model has been found to be reasonably accurate for predicting
the large-scale signal strength over distances of several kilometers for mobile radio systems that use tall
towers (heights which exceed 50 m), as well as for line of-sight, microcell channels in urban

environments.
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Figure 3.7
Two-ray ground reflection model.

Referring to Figure 3.7, ht is the height of the transmitter and hr is the height of the receiver. If Eo is the
free space E-field (in units of VV/m) at a reference distance do from the transmitter, then for d > do , the

free space propagating E—field is given by

Edt) = Eoddocos[mt(thg]) (d>d,)

Two propagating waves arrive at the receiver: the direct wave that travels a distance d'; and the reflected

wave that travels a distance d”.

The electric field E tor( d, t) can be expressed as the sum of equations for distances d” and d” (i.e. direct

wave and reflected wave.

Fror(d.0 = %ﬁm(“’c["é)) * H’%Mﬁ(mc(t—gn

Diffraction:

Diffraction allows radio signals to propagate around the curved surface of the earth, beyond the horizon,
and to propagate behind obstructions. Although the received field strength decreases rapidly as a receiver
moves deeper into the obstructed (shadowed) region, the diffraction field still exists and often has

sufficient strength to produce a useful signal.

The phenomenon of diffraction can be explained by Huygen's principle, which states that all points on a

wavefront can be considered as point sources for the production of secondary wavelets, and that these



wavelets combine to produce a new wavefront in the direction of propagation. Diffraction is caused by
the propagation of secondary wavelets into a shadowed region. The field strength of a diffracted wave in
the shadowed region is the vector sum of the electric field components of all the secondary wavelets in
the space around the obstacle.

Fresnel Zone Geometry:

Consider a transmitter and receiver separated in free space as shown in Figure 3.10a. Let an obstructing
screen of effective height h with infinite width (going into and out of the paper,) be placed between them
at a distance di from the transmitter and d, from the receiver. It is apparent that the wave propagating
from the transmitter to the receiver via the top of the screen travels a longer distance than if a direct line-
of-sight path (through the screen) existed. Assuming h << ds, d> and h >>\ , then the difference between
the direct path and the diffracted path, called the excess path length (A) , can be obtained from the

geometry of Figure as

hz{d-l + dz]

2 dd,
The corresponding phase difference is given by

o= 2mA 2mh(d +dy
T A A2 dd,
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(a) Knife-edge diffraction geometry. The point T denotes the transmitter and R denotes the receiver,
with an infinite knife-edge obstruction blocking the line-of-sight path.

AT IR T T T

{(b) Knife-edge diffraction geometry when the transmitter and receiver are not at the same height.
Note that if o and p are small and h << d, and dythen i and k' are virtually identical and the geom-
etry may be redrawn as shown in Figure 3.10¢c.

Knife-edge Diffraction Model:

Estimating the signal attenuation caused by diffraction of radio waves over hills and buildings is essential
in predicting the field strength in a given service area. Generally, it is impossible to make very precise
estimates of the diffraction losses, and in practice prediction is a process of theoretical approximation
modified by necessary empirical corrections. Though the calculation of diffraction losses over complex

and irregular terrain is a mathematically difficult problem, expressions for diffraction losses for many



simple cases have been derived. As a starting point, the limiting case of propagation over a knife-edge
gives good insight into the order of magnitude of diffraction loss.

When shadowing is caused by a single object such as a hill or mountain, the attenuation caused by
diffraction can be estimated by treating the obstruction as a diffracting knife edge. This is the simplest of
diffraction models, and the diffraction loss in this case can be readily estimated using the classical Fresnel
solution for the field behind a knife edge (also called a half-plane).

Multiple Knife-edge Diffraction:

In many practical situations, especially in hilly terrain, the propagation path may consist of more than one
obstruction, in which case the total diffraction loss due to all of the obstacles must be computed.
Bullington suggested that the series of obstacles be replaced by a single equivalent obstacle so that the
path loss can be obtained using single knife-edge diffraction models. This method, illustrated in Figure
3.15, oversimplifies the calculations and often provides very optimistic estimates of the received signal
strength. In a more rigorous treatment, Millington et. al. gave a wave-theory solution for the field behind
two knife edges in series. This solution is very useful and can be applied easily for predicting diffraction
losses due to two knife edges. However, extending this to more than two knife edges becomes a
formidable mathematical problem. Many models that are mathematically less complicated have been

developed to estimate the diffraction losses due to multiple obstructions.

single equivalent
knife edge
Obstruction # |

Obstruction # 2

Figure 3.15
Bullington's construction of an equivalent knife edge [From [Bul47] © IEEE].

Scattering:

The actual received signal in a mobile radio environment is often stronger than what is predicted by
reflection and diffraction models alone. This is because when a radio wave impinges on a rough surface,

the reflected energy is spread out (diffused) in all directions due to scattering. Objects such as lamp posts



and trees tend to scatter energy in all directions, thereby providing additional radio energy at a receiver.
Flat surfaces that have much larger dimension than a wavelength may be modeled as reflective surfaces.
However, the roughness of such surfaces often induces propagation effects different from the specular
reflection described earlier in this chapter. Surface roughness is often tested using the Rayleigh criterion
which defines a critical height (hc) of surface protuberances for a given angle of incidence i.e. given by

hc= 2/(8sin0;)

A surface is considered smooth if its minimum to maximum protuberance h is less than hc, and is
considered rough if the protuberance is greater than hc. For rough surfaces, the flat surface reflection

coefficient needs to be multiplied by a scattering loss factor, ps, to account for the diminished reflected
field.

Outdoor propagation model:

Longley-Rice Model:

The Longley-Rice model is applicable to point-to-point communication systems in the frequency range
from 40 MHz to 100 GHz, over different kinds of terrain. The median transmission loss is predicted using
the path geometry of the terrain profile and the refractivity of the troposphere. Geometric optics
techniques (primarily the 2-ray ground reflection model) are used to predict signal strengths within the
radio horizon. Diffraction losses over isolated obstacles are estimated using the Fresnel-Kirchoff knife-

edge models. Forward scatter theory is used to make troposcatter predictions over long distances.

The Longley-Rice method operates in two modes. When a detailed terrain path profile is available, the
path-specific parameters can be easily determined and the prediction is called a point-to-point mode
prediction. On the other hand, if the terrain path profile is not available, the Longley-Rice method
provides techniques to estimate the path-specific parameters, and such a prediction is called an area mode

prediction.

Okumura Model:

Okumura’s model is one of the most widely used models for signal prediction in urban areas. This model
is applicable for frequencies in the range 150 MHz to 1920 MHz (although it is typically extrapolated up
to 3000 MHz) and distances of 1 km to 100 km. It can be used for base station antenna heights ranging
from 30 m to 1000 m. Okumura developed a set of curves giving the median attenuation relative to free

space (Amu), in an urban area over a quasi-smooth terrain with a base station effective antenna height



(he) of 200 m and a mobile antenna height (hr) of 3 m. These curves were developed from extensive
measurements using vertical omni-directional antennas at both the base and mobile, and are plotted as a
function of frequency in the range 100 MHz to 1920 MHz and as a function of distance from the base
station in the range 1 km to 100 km. To determine path loss using Okumura's model, the free space path
loss between the points of interest is first determined, and then the value of Amy(f, d) (as read from the
curves) is added to it along with correction factors to account for the type of terrain. The model can be

expressed as

Lso(dB) = Le+ Anu(f, d)-G(te)- G(re) - Garea

where L50 is the 50th percentile (i.e., median) value of propagation path loss, Lr is the free space
propagation loss, Amy is the median attenuation relative to free space, G(h) is the base station antenna
height gain factor, G(he) is the mobile antenna height gain factor, and G a r e a is the gain due to the type
of environment. Note that the antenna height gains are strictly a function of height and have nothing to do

with antenna patterns.

h
Gh,,) = ZOIog(ﬁ) 1000 m > h,, > 30 m
hre
Gh,,) = 1olog["3_] h,<3m
h .
Gk, = 2010g[T) 0m>h,>3m
Hata Model:

The Hata model [Hat90] is an empirical formulation of the graphical path loss data provided by Okumura,
and is valid from 150 MHz to 1500 MHz. Hata presented the urban area propagation loss as a standard
formula and supplied correction equations for application to other situations. The standard formula for

median path loss in urban areas is given by

Lso(urban)(dB) = 69.55 + 26.16logf -13.82loghe-a(hr) + (44.9 - 6.55logh:)logd

where fc is the frequency (in MHz) from 150 MHz to 1500 MHz, h is the effective transmitter (base
station) antenna height (in meters) ranging from 30 m to 200 m,h. is the effective receiver (maobile)
antenna height (in meters) ranging from 1 mto 10 m, d is the T-R separation distance (in km), and a(hr)
is the correction factor for effective mobile antenna height which is a function of the size of the coverage

area. For a small to medium sized city, the mobile antenna correction factor is given by

a(he) = (1.110gf. - 0.7)he - (1.56logf. - 0.8) dB



and for a large city, it is given by

a(hre) = 8.29(log1.54hy)? -1.1 dB for f; <= 300 MHz

a(hre) = 3.2(log11.75h)2 —4.97 dB for fc>= 300 MHz

To obtain the path loss in a suburban area the standard Hata formula in equations are modified as

Lso(dB) = Lso(urban)-2[log(fs/28)]%5.4

and for path loss in open rural areas, the formula is modified as
Lso(dB) = Lso(urban) — 4.78(logf.)* + 18.33logf. - 40.94
Indoor Propagation Models:

With the advent of Personal Communication Systems (PCS), there is a great deal of interest in
characterizing radio propagation inside buildings. The indoor radio channel differs from the traditional
mobile radio channel in two aspects - the distances covered are much smaller, and the variability of the
environment is much greater for a much smaller range of T-R separation distances. It has been observed

that propagation within buildings is strongly influenced by specific features such as the layout of the
building, the construction materials, and the building type. This section outlines models for path loss

within buildings.

Indoor radio propagation is dominated by the same mechanisms as outdoor: reflection, diffraction, and
scattering. However, conditions are much more variable. For example, signal levels vary greatly
depending on whether interior doors are open or closed inside a building. Where antennas are mounted
also impacts large-scale propagation. Antennas mounted at desk level in a partitioned office receive vastly
different signals than those mounted on the ceiling. Also, the smaller propagation distances make it more

difficult to insure far-field radiation for all receiver locations and types of antennas.

Partition Losses (same floor):

Buildings have a wide variety of partitions and obstacles which form the internal and external structure.
Houses typically use a wood frame partition with plaster board to form internal walls and have wood or
non-reinforced concrete between floors. Office buildings, on the other hand, often have large open areas
(open plan) which are constructed by using moveable office partitions so that the space may be
reconfigured easily, and use metal reinforced concrete between floors. Partitions that are formed as part of
the building structure are called hard partitions, and partitions that may be moved and which do not span
to the ceiling are called soft partitions. Partitions vary widely in their physical and electrical

characteristics, making it difficult to apply general models to specific indoor installations.



Partition Losses between Floors:

The losses between floors of a building are determined by the external dimensions and materials of the
building, as well as the type of construction used to create the floors and the external surroundings. Even
the number of windows in a building and the presence of tinting (which attenuates radio energy) can
impact the loss between floors. It can be seen that for all three buildings, the attenuation between one
floors of the building is greater than the incremental attenuation caused by each additional floor. After
about five or six floor separations, very little additional path loss is experienced.

Propagation Model (Practical Link Budget design)

Free Space Propagation Model

The reduction of the average signal level as the mobile station moves away from the base station is called

propagation path loss.

A good path loss prediction model should be able to distinguish between rural, suburban, and urban

areas, since there are important differences in radio propagation in these different area types.

Typical Free Space Propagation model is given by

Received Power (P;) = P; + Gt + G, - (32.44+20log (d) +20
log(f)) Where

P: = Received power in

dBm P; = Transmit power

in dBm

Gt = Transmitting antenna gain in dBi.

r = Receiving antenna gain in
dBi. d = Distance in Km
f = Frequency in MHz



Hata Model

Hata has developed three empirical path loss models based on the measurements by Okumura in Tokyo
area of Japan. The Hata model for typical path loss for urban area is given as

Lu=69.55+26.16 log(f)-13.82 log (hs)-a(hm)+[44.9-6.55 log (hs)] log(d)

Where

f=propagation frequency in MHz.
he=height of the base station antenna in m

hm=height of the mobile station antenna in m
d=distance between base station and the mobile station in km.

The term a(hw) is a correction factor, the value of which depends upon the terrain type. The value of

a(hm) for small and medium sized cities can be found in dB as
a(hm)=[1.1 log(f)-0.7]hm-1.56 log(f)+0.8

and for large cities depending upon frequency as

a(hm)=8.29[log(1.54 hm)]*-1.10 when <200 MHz
a(hm)=3.2[log(11.75 hw)]*-4.97 when £>400 MHz

For typical suburban area we subtract a correction factor

Ls = Ly — 2 [log(f/28)]%- 5.4



For open area we have a different correction factor

L, = L, —4.78 [log(f)]*+ 18.33 log(f)-40.94
The open area of the Hata model corresponds to flat deserted area. For path loss of typical rural area a
margin of 6-10 dB is often added to the path loss predicted by the open area Hata model.

In Hata model a large city is understood to be heavily built with relatively large buildings averaging more
than four floors in height. If the city has lower average buildings height, it is considered to be small or
medium.

The range of parameter values, where the Hata model is applicable, is

e f = 150-1500 MHz
e hg = 30-200 m
e huy = 1-10 m
o d = 1-20 km

For higher carrier frequencies of 1500- 2000 MHz the following modification of Hata model for urban
area has been proposed. This is also known as Cost231 Hata model and it is the extension of Hata model
for PCS (1900 MHz).

L, =46.3 + 33.9 log (f) — 13.82 log(hs) — a (hm) + [44.9-6.55l0g(hs)] log (d) +C

Where the correction factor a(hw) for small and medium-sized cities

a (hm) = [1.1 log(f)-0.7)] hm-1.56log (f) +0.8



These modified equation have been successfully used for cellular mobile network design at 1800 MHz
band. However, it should be noted that (modified) Hata model is only valid for macrocell design. The
Hata model is not applicable to microcells with d<1 km.

The Hata model also been extended to distances d= 20...100 km with the following modification

L, = 69.55 + 26.16 log(f) — 13.82 log (hs ) —a(hwm) + [ 44.9-6.55 log (hs)] log(d)]?

Examples:

1. A transmitter has a power output of 50 W at a carrier frequency of 200MHz. It is connected to
an antenna with a gain of 10 dBi. The receiving antenna is 15 Km away and has a gain of 3
dBi. Calculate power delivered to the receiver, assuming free space propagation. Assume also
that there are no losses or mismatches in the system.

2. Let us consider a Kathmandu city with different GSM uplink parameters. The MS is
transmitting with power 2W .The minimum acceptable received power at BS is -116 dBm. The
carrier frequency is 900MHz, the height of base station is 30m and height of mobile station is

1m.Estimate the maximum cell radius and corresponding cell area.

Radio Link Power Budget

Transmission in uplink and downlink of cellular systems is asymmetric, since the BS
transmitter typically uses much higher power than the MS transmitter. However, the
transmission quality in uplink and downlink should be equal, especially near the cell edge.
Both speech and data services in cellular systems are dimensioned for equal transmission
quality in both directions. Transmission quality in uplink and downlink can be determined
from the link budget. The terms in the link budget are defined with aid of the block diagram

in the adjoining figure.
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Where

e Pssix is the output power level of the base station

e A is the base station transmitter combining filter loss (dB),

e Lgs.n is the Base station antenna feeder loss (dB),

e Ggs is the base station antenna gain (dBi, relative to an isotropic radiator),

e Lcis the radio path loss between isotropic antennas (dB),

e Gys is the mobile station gain (dBi),

e Lwusis the mobile station antenna feeder loss (dB),

e  Lgoxrx IS the mobile station duplex filter loss in the downlink direction (dB).
e Lgoxwx iS the duplex filter loss in the uplink direction (dB),

e  Gqiv is the base station diversity gain (dB),

o  Pwmsax is the received power level in the mobile station input terminal (dBm),

o Pgsx is the received power level in the base station input terminal (dBm).

The following Figure shows a pictorial example of a radio link power budget. In addition to the link
budget of the transmitted signal, it also illustrates noise at the receiver. The noise has power NoB at the

input of the receiver, and it is amplified by the noise figure (NF) of the receiver.
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The abbreviation FM stands for fading margin for slow fading. Hence, the signal-to-noise ratio(SNR)in
the figure corresponds to the SNR that is encountered, when the receiver is shadowed by an obstruction.
The average SNR is better that this value. The SNR during a fade should still be larger than the minimum

acceptable E, / N, defined for the system. The maximum acceptable path loss can be computed as

Lc=EIRPmax- Prec, min

Where

EIRP is Effective Isotropic Radiated Power

Prc is Received power with (hypothetical) isotropic antenna

For downlink:
EIRPgrs,mx = Pasix maximum BTS power (mean power over burst)
- Ac combiner and filter loss
- Les-n  antenna cable loss
+ Ges antenna gain
Pus, rec, min - =Pmsax  MS reference sensitivity (for MS class i)

+ Lwvss antenna cable loss

- Gums antenna gain

+ Lopxrx  duplex filter loss



For uplink:

EIRPms, max = Pmstx  maximum transmission power of MS (mean power
over burst for MS class i)

- Lapxx  duplex filter loss

- Lmss antenna cable loss

+ Gms antenna gain

Pgrs, rec, min = Pesax  BTS reference sensitivity

+ Lgss1 antenna cable loss

- Ggs antenna gain

- Gaiv diversity gain (if existing)

A balanced power budget is achieved if and only if

L c.uplink = Lc, downlink

Which is equivalent to

ElRPBTS,max - PMS,rec,min = ElRPMS,maX - PBTS,rec,min

In reality, balanced power budget is only achieved with an accuracy of +5 dB, depending primarily on the
employed mobile phone class and the initial network design goals. Therefore, uplink and downlink may
have different power ranges which may lead to significant performance differences on the cell boundary

or at indoor locations.

The acceptable path loss (without interference margin) for any cellular system can be computed

separately for uplink and downlink as:



I-c,uj :: PMSitx: Ldpxitx: LMSZf: GMS :: 0 :: PBSirx] LBSifi] GBS] Gdiv::
I-c,dj :: PBSitx[ Ac: LBSZfi[ GBS :: 0 :: PMSirx: LMSif] GMS] Ldpx: rx::

Example: power balance / unbalance in a GSM — system with following parameter values:

e  Pgsix =10 W (40dBm)

e Pumswx=1W (30 dBm, handheld telephone)

e  Pumsw«=5W (37 dBm, car mounted telephone)
e Sgs =-104dBm

e Sms =-102 dBm (handheld telephone)

e Sms =-104 dBm (car mounted telephone)

o Lgoxtx= Lapxrx

e Ggv =7dB

e A, =3dB

The power unbalance of the handheld telephone:

| L =Lca— Leu= [Pesix—Ac— Lasfi + Gas]

- [Pwmsaxt Lmst— Gms + Lapxrx]
- [Pwmsx—Ldpxtx - Lmst+ Gms]

+ [Pesax* Lesi- Ges— Guiv]
= Pasx -Ac -Pms-rx -Pms-t Pes-ix - Gaiv

=40-3+102-30-104-7=-2dB
The uplink direction is thus 2 dB better. This difference can be neglected in practical network design.
For the car mounted telephone the power unbalance is:
FORMULA
L =Psstx-Ac-Pms- -Pms-xt Pesr - Giv

=40-3+104-37-7-104=-7dB

The uplink direction is now 7 dB better. From the operator’s point of view it would be better if the power
unbalance were in favor of the downlink. This would guarantee better network control. However the real

time power control used in GSM can easily rectify situation and produce almost perfect power balance.
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UNIT Il

Mobile Radio Propagation
Introduction

There are two basic ways of transmitting an electro-magnetic (EM) signal, through a guided
medium or through an unguided medium. Guided mediums such as coaxial cables and fiber
optic cables, are far less hostile toward the information carrying ~ EM signal than the
wireless or the unguided medium. It presents challenges and conditions which are unique for
this kind of transmissions. A signal, as it travels through the wireless channel, undergoes
many kinds of propagation effects such as reflection, diffraction and scattering, due to the
presence of buildings, mountains and other such obstructions. Reflection occurs when the EM
waves impinge on objects which are much greater than the wavelength of the traveling
wave. Diffraction is a phenomena occurring when the wave interacts with a surface having
sharp irregularities. Scattering occurs when the medium through the wave is traveling contains
objects which are much smaller than the wavelength of the EM wave. These varied
phenomena’s lead to large scale and small scale propagation losses. Due to the inherent
randomness associated with such channels they are best described with the help of statistical
models. Models which predict the mean signal strength for arbitrary transmitter receiver
distances are termed as large scale propagation models. These are termed so because they
predict the average signal strength for large Tx-Rx separations, typically for hundreds of

kilometers.
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Figure 3.1: Free space propagation model, showing the near and far fields.

Free Space Propagation Model

Although EM signals when traveling through wireless channels experience fading effects due
to various effects, but in some cases the transmission is with a direct  line of sight such as in
satellite communication. Free space model predicts that the received power decays as

negative square root of the distance. Friis free space equation is given by
5 Pittettrd?
rd) = m (3.1)

where Pt is the transmitted power, Pr(d) is the received power, tt: is the transmitter antenna
gain, ttr is the receiver antenna gain, d is the Tx-Rx separation and L is the system loss factor
depended upon line attenuation, filter losses and antenna losses and not related to propagation.
The gain of the antenna is related to the effective aperture of the antenna which in turn is

dependent upon the physical size of the antenna as given below

tt= 4xAde/2°. (3.2)

The path loss, representing the attenuation suffered by the signal as it travels through the
wireless channel is given by the difference of the transmitted and re- ceived power in dB and

is expressed as:

PL(dB) = 10 log Py/Pr. (4.3)



The fields of an antenna can broadly be classified in two regions, the far field and the near
field. Tt is in the far field that the propagating waves act as plane waves  and the power
decays inversely with distance. The far field region is also termed  as Fraunhofer region
and the Friis equation holds in this region. Hence, the Friis

equation is used only beyond the far field distance, di, which is dependent upon the largest

dimension of the antenna as
di = 2D%,. (3.4)

Also we can see that the Friis equation is not defined for d=0. For this reason, we use a close
in distance, do, as a reference point. The power received, Pr(d), is then given by:

Pr(d) = Pr(do)(do/d)?. (3.5)

Ex. 1: Find the far field distance for a circular antenna with maximum dimension of 1 m
and operating frequency of 900 MHz.

Solution: Since the operating frequency f = 900 Mhz, the wavelength
3 x 108m/s

A= m
900 x 106Hz

. Thus, with the largest dimension of the antenna, D=1m, the far field distance is

2D? 2
di= — _2(1)° =6m
A 0.33

Ex. 2: A unit gain antenna with a maximum dimension of 1 m produces 50 W power at 900
MHz. Find (i) the transmit power in dBm and dB, (ii) the received power at a free space
distance of 5 m and 100 m.
Solution:

(i) Tx power = 10log(50) = 17 dB = (17+30) dBm = 47 dBm

(i)d —2xD2_ 2x12 _ 6m
f 2 1/3

Thus the received power at 5 m can not be calculated using free space distance formula.
At 100 m,

Pttt ttrA2
Az d?

50 x1x(1/3)?
T 471002

Pr=




=3.5x 10 3mw
Pr(dBm) = 10logPr(mW) = —24.5dBm

Basic Methods of Propagation

Reflection, diffraction and scattering are the three fundamental phenomena that cause signal
propagation in a mobile communication system, apart from LoS com- munication. The most
important parameter, predicted by propagation models based on above three phenomena, is
the received power. The physics of the above phe- nomena may also be used to describe small
scale fading and multipath propagation. The following subsections give an outline of these

phenomena.

Reflection

Reflection occurs when an electromagnetic wave falls on an object, which has very large
dimensions as compared to the wavelength of the propagating wave. For ex- ample, such
objects can be the earth, buildings and walls. When a radio wave falls on another medium
having different electrical properties, a part of it is transmitted into it, while some energy is
reflected back. Let us see some special cases. If the medium on which the e.m. wave is
incident is a dielectric, some energy is reflected back and some energy is transmitted. If the
medium is a perfect conductor, all energy is reflected back to the first medium. The amount
of energy that is reflected back depends on the polarization of the e.m. wave.

Another particular case of interest arises in parallel polarization, when no re- flection
occurs in the medium of origin. This would occur, when the incident angle would be such that
the reflection coefficient is equal to zero. This angle is the Brewster’s angle. By applying laws

of electro-magnetics, it is found to be
ST

sin(0g) = - (3.6)

Ss1t+s2 .
Further, considering perfect conductors, the electric field inside the conductor is always zero.

Hence all energy is reflected back. Boundary conditions require that
0i= Oy (3.7

and

Ei=Er (3.8)



for vertical polarization, and
Ei = *Er (39)

for horizontal polarization.

Diffraction

Diffraction is the phenomenon due to which an EM wave can propagate beyond the horizon,
around the curved earth’s surface and obstructions like tall buildings. As the user moves
deeper into the shadowed region, the received field strength decreases. But the diffraction field
still exists an it has enough strength to yield a good signal. This phenomenon can be explained
by the Huygen’s principle, according to which, every point on a wavefront acts as point
sources for the production of sec- ondary wavelets, and they combine to produce a new
wavefront in the direction of propagation. The propagation of secondary wavelets in the
shadowed region results in diffraction. The field in the shadowed region is the vector sum of
the electric field

components of all the secondary wavelets that are received by the receiver.

Scattering

The actual received power at the receiver is somewhat stronger than claimed by the models of
reflection and diffraction. The cause is that the trees, buildings and lamp- posts scatter energy
in all directions. This provides extra energy at the receiver. Roughness is tested by a Rayleigh
criterion, which defines a critical height he of surface protuberances for a given angle of

incidence 6, given by,

hc=

8 i
A surface is smooth if its minimum to maximum protuberance h is less than he, and rough
if protuberance is greater than he. In case of rough surfaces, the surface reflection coefficient

needs to be multiplied by a scattering loss factor ps, given by

nopsind, ,

p =exp( 8(— )% (3.11)
S 2
where oy, is the standard deviation of the Gaussian random variable h. The following result is

a better approximation to the observed value

mopsinbi, ,

ps exp(~8( T )2)| [8(— ) /{ (3.12)



Figure 3.2: Two-ray reflection model.

which agrees very well for large walls made of limestone. The equivalent reflection
coefficient is given by,

[rough = psI. (3.13)

Two Ray Reflection Model

Interaction of EM waves with materials having different electrical properties than the
material through which the wave is traveling leads to transmitting of energy through the
medium and reflection of energy back in the medium of propagation. The amount of energy
reflected to the amount of energy incidented is represented by Fresnel reflection coefficient
I', which depends upon the wave polarization, angle of incidence and frequency of the wave.
For example, as the EM waves can not pass through conductors, all the energy is reflected
back with angle of incidence equal to the angle of reflection and reflection coefficient I' = —1.

In general, for parallel and perpendicular polarizations, I" is given by:

'y = Er/Ei = n2sin 6t—n1sin Oi/n2sin G+ y1sin b (3.14)



I, = Er/Ei= n2sin 6i— n1sin Oyy2sin 6 + n1sin 6. (3.15)
Seldom in communication systems we encounter channels with only LOS paths and hence the
Friis formula is not a very accurate description of the communication link. A two-ray model,
which consists of two overlapping waves at the receiver, one direct path and one reflected
wave from the ground gives a more accurate description as shown in Figure 4.2. A simple
addition of a single reflected wave shows that power varies inversely with the forth power of
the distance between the Tx and the Rx.  This is deduced via the following treatment. From

Figure 4.2, the total transmitted and received electric fields are
ETOT Ei + ELos, (3.16)

EOT = Eg+ ELos. (3.17)

Let Eq is the free space electric field (in V/m) at a reference distance do. Then

E(d,t) = Eodo cos(a)t ®) (3.18)
d C
where
_ d
®=wc - (3.19)
c

and d > do. The envelop of the electric field at d meters from the transmitter at

any time t is therefore
Eodo
[E(d, )| = - (3.20)

This means the envelop is constant with respect to time.
Two propagating waves arrive at the receiver, one LOS wave which travels a distance of d

and another ground reflected Wave thatEtraveIs d. Mathematlcally it can be expressed as:

E(d t)= cos(a)t go) (3.21)
d ¢

where _

i d
¢ =wc = (3.22)

c

and Eody
E(d t)— cos( t— (0) (3.23)
dJJ

where }

. d”
¢ =wc—. (3.24)



Figure 3.3:  Phasor diagram of electric Figure 3.4: Equivalent phasor diagram of Figure
fields. 4.3.

According to the law of reflection in a dielectric, 6 = g and Eq=T'Ej which means the total

electric field,
Et=Ei+ Eg=Ei(1+1T). (3.25)

For small values of i, reflected wave is equal in magnitude and 180° out of phase with

respect to incident wave. Assuming perfect horizontal electric field polarization, i.e.,
' =-1==Et=(1 -1)Ei=0, (3.26)
the resultant electric field is the vector sum of ELos and Eg. This implies that,
ETT = |ELos + Eg|. (3.27)
It can be therefore written that

Eod i Eod i
ETOT(d,t) = = Ccos(w t—g)+ (—1)—Ccos(w t—¢) (3.28)
A A

In such cases, the path difference is

A=d"-d= (h+h)2+d2— (he—hr)2+d2 (3.29)
However, when T-R separation distance is very large compared to (ht+hr), then

A= _f:j;h: (3.30)

Ex 3: Prove the above two equations, i.e., equation (4.29) and (4.30).
Once the path difference is known, the phase difference is

Aw
— 2zA e



and the time difference,

(3.32)

A Oa
4= —
C

27rfc
When d is very large, then A becomes very small and therefore ELos and Eg are virtually

identical with only phase difference,i.e.,
Eodo Eodo Eodo

ld [~ d |~ ¢ | (3:33)
Say, we want to evaluate the received E-field at any t = djj. Th%n,
TOT g Fodo & d  Eodo § 4

Er(d,t= c )= g cos(wc ¢ @, )— djj cos(wc ¢ e, ) (3.34)
= Eoo o A% ) Eoogog o) (3.35)

d c €jj
_ oo oo (3.36)

o O%J “On= i
= T(x_eA— 1). (3.37)

Using phasor diagram concept for vector addition as shown in Figures 3.3 and 3.4, we get

Eqdg

ETT@I= (P4 sy )4 "sings )2 (3.38)
_ Eody ('COS(Q ) D2esin(0s ) (3:39)
N
- Eodo 2—2cos A (3.40)
Odosm( 78y, (3.41)
d 2

For < 0.5rad, sin( %) 5 . Using equation (4.31) and further equation (4.30),
we can then approximate that

oA T 27whihr

sin(,)~, A= d

<0.5rad. (3.42)

This raises the wonderful concept of ‘cross-over distance’ dc, defined as

20zhihy_ Amhih,
o g = 20mhihe_ Anhihy 4.43
d>dec 5 3 (4.43)

The corresponding approximate received electric field is

Eqdg 27hth hih
ETROT(d)z2 obo 27y _\ Nellr. (4.44)
d Ad &



Therefore, using equation (4.43) in (4.1), we get the received power as
Pittittrh?h?
tr

Pr=—_t 1 :
r 3 (4.45)

The cross-over distance shows an approximation of the distance after which the received
power decays with its fourth order. The basic difference between equation (4.1) and (4.45) is
that when d < d¢, equation (4.1) is sufficient to calculate the  path loss since the two-ray
model does not give a good result for a short distance due to the oscillation caused by the
constructive and destructive combination of the two rays, but whenever we distance crosses
the ‘cross-over distance’, the power falls off rapidly as well as two-ray model approximation
gives better result than Friis equation.
Observations on Equation (4.45): The important observations from this equation are:

1. This equation gives fair results when the T-R separation distance crosses the cross-over
distance.

1. In that case, the power decays as the fourth power of distance

K

P = e

(4.46)

with K being a constant.
2. Path loss is independent of frequency (wavelength).

3. Received power is also proportional to h? and h?, meaning, if height of any of the
t r

antennas is increased, received power increases.

Diffraction

Diffraction is the phenomena that explains the digression of a wave from a straight line path,
under the influence of an obstacle, so as to propagate behind the obstacle. It is an inherent
feature of a wave be it longitudinal or transverse. For e.g the sound can be heard in a room,
where the source of the sound is another room without having any line of sight. The similar
phenomena occurs for light also but the diffracted light intensity is not noticeable. This is
because the obstacle or slit need to be of the order of the wavelength of the wave to have a
significant effect. Thus radiation from a point source radiating in all directions can be

received at any
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Figure 3.5: Huygen’s secondary wavelets.

point, even behind an obstacle (unless it is not completely enveloped by it), as shown in
Figure 4.5. Though the intensity received gets smaller as receiver is moved into the shadowed
region. Diffraction is explained by Huygens-Fresnel principle which states that all points on a
wavefront can be considered as the point source for secondary wavelets which form the
secondary wavefront in the direction of the prorogation. Normally, in absence of an obstacle,
the sum of all wave sources is zero at a point not in the direct path of the wave and thus the
wave travels in the straight line. But in the case of an obstacle, the effect of wave source
behind the obstacle cannot be felt and the sources around the obstacle contribute to the
secondary wavelets in the shadowed region, leading to bending of wave. In mobile
communication, this has a great advantage since, by diffraction (and scattering, reflection), the
receiver is able to receive the signal even when not in line of sight of the transmitter. This we

show in the subsection given below.

Knife-Edge Diffraction Geometry

As shown in Figure 4.6, consider that there’s an impenetrable obstruction of hight h at a
distance of di from the transmitter and d> from the receiver. The path difference between

direct path and the diffracted path is

§= d?¢h2+ 2+ 2 (di+do) (4.47)
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Figure 3.6: Diffraction through a sharp edge. which can

be further simplified as

S%)
I

di(1 + h%/2d?)+ da(1 + h?/2d?) — (gl + d2)
h2/(2d1)+ h?/(2d2) = h?(d1+ d2)/(2d1dy).

Thus the phase difference equals
0= 218/A= 2xh?(d1+ d2)/22(d1dy).
With the following considerations that
a=p+y

and

a = tana
we can write,
atanoe = tang + tany = h/d1 + h/d2 = h(d1+ d2)/d1d>.

In order to normalize this, we usually use a Fresnel-Kirchoff diffraction parameter

v, expressed as

v=h 2001+ d)l(idid2) = o (20102)/(A(d1+ d2))

(4.48)

(4.49)

(4.50)

(4.51)

(4.52)

(4.53)
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Figure 4.7: Fresnel zones.

and therefore the phase difference becomes
9= m2. (4.54)

From this, we can observe that: (i) phase difference is a function of the height of the
obstruction, and also, (ii) phase difference is a function of the position of the obstruction from

transmitter and receiver.

Fresnel Zones: the Concept of Diffraction Loss

As mentioned before, the more is the object in the shadowed region greater is the diffraction
loss of the signal. The effect of diffraction loss is explained by Fresnel zones as a function of
the path difference. The successive Fresnel zones are limited by the circular periphery
through which the path difference of the secondary waves is n//2 greater than total length of
the LOS path, as shown in Figure 4.7. Thus successive Fresnel zones have phase difference

of = which means they alternatively



provide constructive and destructive interference to the received the signal. The radius of the
each Fresnel zone is maximum at middle of transmitter and receiver (i.e. when d1 =d2) and
decreases as moved to either side. It is seen that the loci  of a Fresnel zone varied over d1
and d2 forms an ellipsoid with the transmitter and receiver at its focii. Now, if there’s no
obstruction, then all Fresnel zones result in only the direct LOS prorogation and no diffraction
effects are observed. But if an obstruction is present, depending on its geometry, it obstructs
contribution from some of the secondary wavelets, resulting in diffraction and also the loss of
energy, which is the vector sum of energy from unobstructed sources. please note that height
of the obstruction can be positive zero and negative also. The diffraction losses are minimum
as long as obstruction doesn’t block volume of the Ist Fresnel zone. As a rule of thumb,

diffraction effects are negligible beyond 55% of 1st Fresnel zone.

Ex 4: Calculate the first Fresnel zone obstruction height maximum for f= 800 MHz.

Solution:

= C=  3x108  _38 .
o gx102x106 8

H= )

3
Hi= 29%30-6g9 m
Thus H1 = 10+ 6.89 = 16.89m

(b) " 3% 100 x 400 -
=10 (03) =548

Ha & 500
Thus
H, = 10+ 5.6 = 15.48m

. To have good power strength, obstacle should be within the 60% of the first fresnel zone.

Ex 5: Given =900 MHz, di = d2 = 1 km, h = 25m, where symbols have usual meaning.
Compute the diffraction loss. Also find out in which Fresnel zone the tip of the obstruction

lies.
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Figure 3.8: Knife-edge Diffraction Model

Given,
ttg(dB) =2010g(0.5—-0.62v) -1<v <=0
tty(dB) = 2010g(0.225/v) v>224
Solution: _
_ . 2di+dy) 2 x 2000 _
VER T, T o -

Gq(dB) = 20 log( 22) = ~21.7dB

Since loss = -tty (dB) = 21.7 dB

2
no @I

Thus n=4.

Knife-edge diffraction model

Knife-edge diffraction model is one of the simplest diffraction model to estimate the

diffraction loss. It considers the object like hill or mountain as a knife edge sharp



object. The electric field strength, Eq of a knife-edge diffracted wave is given by

I
EdEo=F(V)=(1+))/2  (exp((—jztd)/2)dt. (3.55)

The diffraction gain due to presence of knife edge can be given as

ttq(db) = 20log|F (v)| (3.56)

ttg(db) = Ov<=-1 (3.57)

tta(db) = 20l0g(0.5-0.62) -1<=v<=0 (3.58)

ttg(db) = 20log(0.5exp(—0.95v)) O<=v<=1 (3.59)

tta(db) = 2010g(0.4 —sqrt(0.1184 —(0.38 —0.1v?))) l<=v <=24  (3.60)
ttq(db) = 20l0g(0.225/v) v>24 (3.61)

When there are more than one obstruction, then the equivalent model can be found by one

knife-edge diffraction model as shown in Figure 4.8.

Link Budget Analysis

Log-distance Path Loss Model

According to this model the received power at distance d is given by,

PL()( )" = PL(@B) = PL(d)+ 10nlog 2 :
do 0 do

) (3.62)

The value of n varies with propagation environments. The value of n is 2 for free space. The
value of n varies from 4 to 6 for obstruction of building, and 3 to 5 for urban scenarios. The
important factor is to select the correct reference distance do. For large cell area it is 1 Km,
while for micro-cell system it varies from 10m-1m.

Limitations:

Surrounding environmental clutter may be different for two locations having the same

transmitter to receiver separation. Moreover it does not account for the shadowing effects.



Log Normal Shadowing

The equation for the log normal shadowing is given by,
P L(dB) = P L(dB)+ Xs= P L{do)+ 10nlog( :)+ Xo (3.63)
0

where X, is a zero mean Gaussian distributed random variable in dB with standard deviation o

also in dB. In practice n and ¢ values are computed from measured data.

Average received power

The ‘Q’ function is given by,

Q(z) = 0.5(1 —erf( \lz)ﬂ (3.64)
and
Q) =1-Q(-2) (3.65)
So the probability that the received signal level (in dB) will exceed a certain value
yis
b Py > = QL _F;f). (3.66)

Outdoor Propagation Models

There are many empirical outdoor propagation models such as Longley-Rice model, Durkin’s
model, Okumura model, Hata model etc. Longley-Rice model is the most commonly used
model within a frequency band of 40 MHz to 100 GHz over different terrains. Certain
modifications over the rudimentary model like an extra urban factor (UF) due to urban clutter
near the reciever is also included in this model. Below, we discuss some of the outdoor

models, followed by a few indoor models too.

Okumura Model

The Okumura model is used for Urban Areas is a Radio propagation model that is used for
signal prediction.The frequency coverage of this model is in the range of 200 MHz to 1900
MHz and distances of 1 Km to 100 Km.It can be applicable for base station effective

antenna heights (hy) ranging from 30 m to 1000 m.



Okumura used extensive measurements of base station-to-mobile signal attenua- tion
throughout Tokyo to develop a set of curves giving median attenuation relative to free space
(Amu) of signal propogation in irregular terrain. The empirical path- loss formula of Okumura

at distance d parameterized by the carrier frequency fc is given by
PL(d)dB = L(fc,d)+ Amu(fc,d) —tt(ht) —tt(hr) — ttarea (3.67)

where L(fc, d) is free space path loss at distance d and carrier frequency fc, Amu(fe, d)

isthe medianattenuationinadditionto free-space path lossacrossall environments,tt(hy) is the
base station antenna height gain factor,tt(hr) is the mobile antenna height gain factor,ttarea is
the gain due to type of environment. The values of Amy(fc, d) and ttarea are obtained from

Okumura’s empirical plots. Okumura derived empirical formulas for tt(hy) and tt(hr) as

follows:
tt(ht) =201og10(ht/200), 30m< ht<1000m (3.68)
tt(hr) = 10log;o(hr/3), hr<3m (3.69)
tt(hr) =20log1o(hr/3), 3m< hr<10m (3.70)

Correlation factors related to terrain are also developed in order to improve the models
accuracy. Okumura’s model has a 10-14 dB empirical standard deviation between the path
loss predicted by the model and the path loss associated with one of the measurements used

to develop the model.

Hata Model

The Hata model is an empirical formulation of the graphical path-loss data provided by the
Okumura and is valid over roughly the same range of frequencies, 150-1500 MHz. This
empirical formula simplifies the calculation of path loss because it is closed form formula and
it is not based on empirical curves for the different param- eters. The standard formula for

empirical path loss in urban areas under the Hata model is

PL urban(d)dB = 69.55+26.16 logyq(fe)—13.82 logyo(he)—a(hr)+(44.9-6.55 logio(he)) logso(d)
(3.71)



The parameters in this model are same as in the Okumura model,and a(hy) is a correction
factor for the mobile antenna height based on the size of coverage area.For small to medium

sized cities this factor is given by

a(hr) = (1.111og;o(fc) —0.7)hr— (1.56 logyo(fc) —0.8)dB and for

larger cities at a frequencies fc > 300 MHz by
a(hr) = 3.2(l0g10(11.75hr)) - 4.97dB

else it is

a(hr) = 8.29(log;0(1.54hy))* — 1.1dB

Corrections to the urban model are made for the suburban, and is given by

PL suburban(d)dB = PL urban(d)dB —2(logso(fc/28))>~5.4 (3.72)
Unlike the Okumura model,the Hata model does not provide for any specific path-
correlation factors. The Hata model well approximates the Okumura model for distances
d > 1 Km. Hence it is a good model for first generation cellular systems, but it does not
model propogation well in current cellular systems with smaller cell sizes and higher

frequencies. Indoor environments are also not captured by the Hata model.

Indoor Propagation Models

The indoor radio channel differs from the traditional mobile radio channel in ways- the
distances covered are much smaller ,and the variability of the environment is much
greater for smaller range of Tx-Rx separation distances.Features such as lay-out of the
building,the construction materials,and the building type strongly in- fluence the
propagation within the building.Indoor radio propagation is dominated by the same
mechanisms as outdoor: reflection, diffraction and scattering with vari- able conditions. In

general,indoor channels may be classified as either line-of-sight or obstructed.

Partition Losses Inside a Floor (Intra-floor)

The internal and external structure of a building formed by partitions and obstacles vary

widely.Partitions that are formed as a part of building structure are called



hard partitions , and partitions that may be moved and which do not span to the ceiling
are called soft partitions. Partitions vary widely in their physical and electrical

characteristics,making it difficult to apply general models to specific indoor installations.

Partition Losses Between Floors (Inter-floor)

The losses between floors of a building are determined by the external dimensions and
materials of the building,as well as the type of construction used to create the floors and the
external surroundings. Even the number of windows in a building and the presence of

tinting can impact the loss between floors.

Log-distance Path Loss Model
It has been observed that indoor path loss obeys the distance power law given by
PL(dB) = PL(do)+ 10nlogyo(d/do)+ Xs» (3.73)

where n depends on the building and surrounding type, and X, represents a normal random

variable in dB having standard deviation of ¢ dB.



Multipath Wave Propagation and
Fading

Multipath Propagation

In wireless telecommunications, multipath is the propagation phenomenon that re- sults
in radio signals reaching the receiving antenna by two or more paths. Causes of
multipath include atmospheric ducting, ionospheric reflection and refraction, and
reflection from water bodies and terrestrial objects such as mountains and buildings. The
effects of multipath include constructive and destructive interference, and phase shifting
of the signal. In digital radio communications (such as GSM) multipath can cause errors

and affect the quality of communications. We discuss all the related issues in this chapter.

Multipath & Small-Scale Fading

Multipath signals are received in a terrestrial environment, i.e., where different forms of
propagation are present and the signals arrive at the receiver from transmitter via a variety
of paths. Therefore there would be multipath interference, causing multi- path fading.
Adding the effect of movement of either Tx or Rx or the surrounding clutter to it, the
received overall signal amplitude or phase changes over a small amount of time. Mainly

this causes the fading.
Fading
The term fading, or, small-scale fading, means rapid fluctuations of the amplitudes,

phases, or multipath delays of a radio signal over a short period or short travel distance.

This might be so severe that large scale radio propagation loss effects might be ignored.



Multipath Fading Effects

In principle, the following are the main multipath effects:

1. Rapid changes in signal strength over a small travel distance or time interval.

2. Random frequency modulation due to varying Doppler shifts on different mul-

tipath signals.

3. Time dispersion or echoes caused by multipath propagation delays.

Factors Influencing Fading

The following physical factors influence small-scale fading in the radio propagation

channel:

(1) Multipath propagation — Multipath is the propagation phenomenon that re- sults in
radio signals reaching the receiving antenna by two or more paths. The effects of
multipath include constructive and destructive interference, and phase shifting of the

signal.

(2) Speed of the mobile — The relative motion between the base station and the mobile
results in random frequency modulation due to different doppler shifts on each of

the multipath components.

(3) Speed of surrounding objects — If objects in the radio channel are in mo- tion, they
induce a time varying Doppler shift on multipath components. If the surrounding

objects move at a greater rate than the mobile, then this effect dominates fading.

(4) Transmission Bandwidth of the signal — If the transmitted radio signal bandwidth
is greater than the “bandwidth” of the multipath channel (quanti- fied by coherence

bandwidth), the received signal will be distorted.



Types of Small-Scale Fading

The type of fading experienced by the signal through a mobile channel depends  on the

relation between the signal parameters (bandwidth, symbol period) and the channel

parameters (rms delay spread and Doppler spread). Hence we have four different types of

fading. There are two types of fading due to the time dispersive nature of the channel.
Fading Effects due to Multipath Time Delay Spread

Flat Fading

Such types of fading occurs when the bandwidth of the transmitted signal is less than the
coherence bandwidth of the channel. Equivalently if the symbol period of the signal is

more than the rms delay spread of the channel, then the fading is flat fading.

So we can say that flat fading occurs when
Bs Bc
where Bs is the signal bandwidth and Bc is the coherence bandwidth. Also
Ts X o7
where Ts is the symbol period and o is the rms delay spread. And in such a case, mobile
channel has a constant gain and linear phase response over its bandwidth.
Frequency Selective Fading

Frequency selective fading occurs when the signal bandwidth is more than the co-
herence bandwidth of the mobile radio channel or equivalently the symbols duration of

the signal is less than the rms delay spread.
Bs x Bc

and

Ts ot



At the receiver, we obtain multiple copies of the transmitted signal, all attenuated and
delayed in time. The channel introduces inter symbol interference. A rule of thumb for a

channel to have flat fading is if

Fading Effects due to Doppler Spread
Fast Fading

In a fast fading channel, the channel impulse response changes rapidly within the symbol
duration of the signal. Due to Doppler spreading, signal undergoes frequency dispersion

leading to distortion. Therefore a signal undergoes fast fading if
TsxTc
where Tc is the coherence time and
Bs x Bp
where Bp is the Doppler spread. Transmission involving very low data rates suffer from
fast fading.

Slow Fading

In such a channel, the rate of the change of the channel impulse response is much less
than the transmitted signal. We can consider a slow faded channel a channel in which

channel is almost constant over atleast one symbol duration. Hence
Ts Tc

and
Bs xBp

We observe that the velocity of the user plays an important role in deciding whether the

signal experiences fast or slow fading.
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Figure Illustration of Doppler effect.

Doppler Shift

The Doppler effect (or Doppler shift) is the change in frequency of a wave for an observer
moving relative to the source of the wave. In classical physics (waves in a medium),

the relationship between the observed frequency f and the emitted frequency fo is given

by:

RVESY
f="""1 fo
V £ Vs

where v is the velocity of waves in the medium, vs is the velocity of the source relative to
the medium and vr is the velocity of the receiver relative to the medium.
In mobile communication, the above equation can be slightly changed according to
our convenience since the source (BS) is fixed and located at a remote elevated level
from ground. The expected Doppler shift of the EM wave then comes out to

be = Yrfoory+ Yr. Asthe BS is located at an elevated place, a cos ¢ factor would

also be multiplied with this. The exact scenario, as given in Figure 5.1, is illustrated below.
Consider a mobile moving at a constant velocity v, along a path segment length d
between points A and B, while it receives signals from a remote BS source S. The
difference in path lengths traveled by the wave from source S to the mobile at points A
and B is Al = d cos 9 = VAt cos 8, where At is the time required for the mobile to

travel from A to B, and @ is assumed to be the same at points A and B since the



source is assumed to be very far away. The phase change in the received signal due  to

the difference in path lengths is therefore

_ 2zAl _ 27z'vAtC
A A

Ag¢ 0s 6 (5.11)

and hence the apparent change in frequency, or Doppler shift (fy) is

1 Ap Vv

Example 1

An aircraft is heading towards a control tower with 500 kmph, at an elevation of 20°.
Communication between aircraft and control tower occurs at 900 MHz. Find out the

expected Doppler shift.
Solution As given here,

v = 500 kmph
the horizontal component of the velocity is
vl = v cos 6 = 500 x cos 20° = 130 m/s

Hence, it can be written that

900, 10 1
A=__X" =_m

3x 108 3

130
fyj= - =390H
=1 z

If the plane banks suddenly and heads for other direction, the Doppler shift change will be
390 Hz to —390 Hz.

Impulse Response Model of a Multipath Channel

Mobile radio channel may be modeled as a linear filter with time varying impulse
response in continuous time. To show this, consider time variation due to receiver motion
and time varying impulse response h(d, t) and x(t), the transmitted signal.

The received signal y(d, t) at any position d would be

[
y(d,t) = x() % h(d,t) =  x(z) h(d, t—7) dr

[
For a causal system: h(d, t) = 0, for t < 0 and for a stable system ~ * |n(d, t)| dt <

o0



Applying causality condition in the above equation, h(d,t—z) =0fort—7<0

= 7>, i.e., the integral limits are changed to

I't
yd = X@)hd t—7)dr
Since the receiver moves along the ground at a constant velocity v, the position of the

receiver isd = vt, i.e.,
I
y(vt, t) = X(z) h(vt,t—7) de

Since v is a constant, y(vt, t) is just a function of t. Therefore the above equation can

be expressed as

|
y©) = x(z) h(vt,t—7) dr = x(t) * h(vi, t) = x(t)  h(d, 1

Itis useful to discretize the multipath delay axis = of the impulse response into equal time
delay segments called excess delay bins, each bin having a time delay width equal
to (zi+1—7i) = Ar and ri= iAr for i € {0, 1, 2,..N —1}, where N represents the total
number of possible equally-spaced multipath components, including the first arriving
component. The useful frequency span of the model is Z/A‘L" The model may be
used to analyze transmitted RF signals having bandwidth less than ZIAT.

If there are N multipaths, maximum excess delay is given by N Az .
{y() =x(t) * h(z, 7i)|i=0,1,..N —1}
Bandpass channel impulse response model is

X(t) — h(t, z) = Re{hy(t, 1’)(3jwct —y() = Re{r(t)ej“’ct}

Baseband equivalent channel impulse response model is given by

1 1
c(t) — Zihb(t, 7) — r(t) = c(t) * 5 ﬁb(t, 7)

Average power is

X0 = o0



The baseband impulse response of a multipath channel can be expressed as
N -1
hp(t, 7) = i=zo ai(t, 7) expli@aferi(t) + it )10z w(1))
where ai(z, ) and zi(t) are the real amplitudes and excess delays, respectively, of the
ith multipath component at time t. The phase term 2zfczi(t) + ¢i(z, =) in the above
equation represents the phase shift due to free space propagation of the ith multipath
component, plus any additional phase shifts which are encountered in the channel.
If the channel impulse response is wide sense stationary over a small-scale time or distance
interval, then
N -1
hp(z) = i aiexp[/6ilo(z i)

For measuring hp(z ), we use a probing pulse to approximate 4(t) i.e.,

p(t) = d(t —7)

Power delay profile is taken by spatial average of |hp(z, 7 )|° over a local area. The received

power delay profile in a local area is given by

p(z) =klhy(t; 7).

Relation Between Bandwidth and Received Power

In actual wireless communications, impulse response of a multipath channel is mea-
sured using channel sounding techniques. Let us consider two extreme channel sounding
cases.

Consider a pulsed, transmitted RF signal

x(t) = Re{p(t)e)?7'}

where p(t) = ) —4’";* for 0 <t < Tppand 0 elsewhere. The low pass channel output
bb
is
N1
rit) = 2 = aiexp[jOilp(t i)
i=0 -
N1 -

Tb
aiexp[io]. T rect(t— )
i=0 Top 2 i
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Ti Ti+Tbb
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Figure: A generic transmitted pulsed RF signal.

The received power at any time to is

Tjnax
ey = -1 rormd
Tmax 0
Tﬁ] >
171 ™ 2x0)p?(t - dt
LT et w
0 k=0
T
k —
= 2 max -
= a’(to rect(t Ti) dt
Tmax =g (to) 0 Tho ( 2
N -1
> 2
= a“(to).

k=0

Interpretation: If the transmitted signal is able to resolve the multipaths, then average small-
scale receiver power is simply sum of average powers received from each multipath
components.

1 N-1
Eqo[Pws] = Eq ol lai exp(j6h)| § = = 2
i=0 i=0

Now instead of a pulse, consider a CW signal, transmitted into the same channel and

for simplicity, let the envelope be c(t) = 2. Then

=]

r( = aiexplidi(t,7)]
i=0



and the instantaneous power is
N-1

2 = 2
r®=1 aiexpl[i6i(t, 7)]|
=0

Over local areas, ai varies little but ; varies greatly resulting in large fluctuations.

N1
EqoolPcw] = Egol ai exp(i6i) 1F

N0 NN
> 5 > X

~ a“+ 2 rijcos(6i— 6j)
i=0 i=0 ij i

where rij = Ea[aiaj].

If, rij = cos(fi — ;) = 0, then E, g[Pcw ] = E, ¢[Pws ]. This occurs if multipath
components are uncorrelated or if multipath phases are i.i.d over [0, 2x].

Bottomline:

1. If the signal bandwidth is greater than multipath channel bandwidth then fading

effects are negligible

2. If the signal bandwidth is less than the multipath channel bandwidth, large fading

occurs due to phase shift of unresolved paths.

Linear Time Varying Channels (LTV)

The time variant transfer function(TF) of an LTV channel is FT of h(z, z) w.r.t. z.

] w o
H(f,t) = FT [h(z, t)] = h(z, t)e 1277 g¢

] » o
h(z, t) = FT [H® 1] = H(f, t)el?™ df
The received signal |
r)=  R(f, )el2 df

—00

where R(f, t) = H(f, t)X(f ).

For flat fading channel, h(z, t) = Z(t)o(z — zi) where Z(t) = 2 an(t)e127en® |n
this case, the received signal is
I
r)= h(z Ox(t—7) dr = Z(t)x(t — i)

— 00
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Figure : Relationship among different channel functions.

where the channel becomes multiplicative.

Doppler spread functions:

H(f,v) = FTIH(R O] = H(F, e 127 dt
and |
H(f ) =FT HEWI = H(fv)el?™ay
Delay Doppler spread: B
H(z, v) = FT[h(z 1)] = J ooh(r, t)e 12™gt

Small-Scale Multipath Measurements

Direct RF Pulse System

A wideband pulsed bistatic radar usually transmits a repetitive pulse of width Ty s, and

uses a receiver with a wide bandpass filter (BW =2 Hz). The §£9nal is then

amplified, envelope detected, and displayed and stored on a high speed oscilloscope.

Immediate measurements of the square of the channel impulse response convolved with the

probing pulse can be taken. If the oscilloscope is set on averaging mode, then this system

provides a local average power delay profile.



TREP

Tx

O—L" s /

Pulse Generator RF Link

Tob=pulse width

s B2 Ty Resolution = pulse width

BPF  |— detector || Didital storage
oscilloscope

Figure : Direct RF pulsed channel IR measurement.

This system is subject to interference noise. If the first arriving signal is blocked  or

fades, severe fading occurs, and it is possible the system may not trigger properly.

Frequency Domain Channel Sounding

In this case we measure the channel in the frequency domain and then convert it into time
domain impulse response by taking its inverse discrete Fourier transform (IDFT). A
vector network analyzer controls a swept frequency synthesizer. An S- parameter test set
is used to monitor the frequency response of the channel. The sweeper scans a particular
frequency band, centered on the carrier, by stepping through discrete frequencies. The
number and spacing of the frequency step impacts the time resolution of the impulse
response measurement. For each frequency step, the S-parameter test set transmits a
known signal level at port 1 and monitors the received signal at port 2. These signals
allow the analyzer to measure the complex response, S21(w), of the channel over the
measured frequency range. The Sz1(w) measure is the measure of the signal flow from

transmitter antenna to receiver
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Figure : Frequency domain channel IR measurement.

antenna (i.e., the channel).
This system is suitable only for indoor channel measurements. This system is also
non real-time. Hence, it is not suitable for time-varying channels unless the sweep times

are fast enough.

Multipath Channel Parameters

To compare the different multipath channels and to quantify them, we define some
parameters. They all can be determined from the power delay profile. These pa- rameters

can be broadly divided in to two types.

Time Dispersion Parameters

These parameters include the mean excess delay,rms delay spread and excess delay

spread. The mean excess delay is the first moment of the power delay profile and is



defined as

> >
e afk _ P(m)w
= 7 - =
> P (z1)
where ai is the amplitude, zx is the excess delay and P (zx) is the power of the individual

multipath signals.
The mean square excess delay spread is defined as

2
P(z)r "
P (7x)

Since the rms delay spread is the square root of the second central moment of the power

r 2%

delay profile, it can be written as

Ot = T_Z —(z)?
As a rule of thumb, for a channel to be flat fading the following condition must be satisfied

s <01
57
where Ts is the symbol duration. For this case, no equalizer is required at the receiver.

Example 2

1. Sketch the power delay profile and compute RMS delay spread for the follow- ing:

P(z) = a d(r —n x 1079) (in watts)
n=0

2. If BPSK modulation is used, what is the maximum bit rate that can be sent through

the channel without needing an equalizer?

Solution

1. P (0) =1 watt, P (1) = 1 watt

- MO+O®O
T = —l 1 = 05'.15

72=0.5us? g, = 0.5s



0dB 0dB

T us

2. For flat fading channel, we need 2:0.1 > Rs =—1$ 0.2 x 10* = 200 kbps

S

For BPSK we need Rp = Rs = 200 kbps

Example 3 A simple delay spread bound: Feher’s upper bound

Consider a simple worst-case delay spread scenario as shown in figure below.

dmin
w
Rx
l

uboooo

Here dmin = do and dmax = di + dr
Transmitted power = P1, Minimum received power = Pr..;,= PT hreshold

1)2

Pr .
TRuin - — ttr ttw (
3 TR

T Ardmax

Put ttt = ttr = 1 i.e., considering omni-directional unity gain antennas

dmax=( A)(_P1_)2
47[ I:JRmin
AP
‘[max:dmax :(l T)2
c dc PRmin

P
Tmax = (17)( ! )%
Arf PR,

1

Frequency Dispersion Parameters

To characterize the channel in the frequency domain, we have the following param- eters.



(1) Coherence bandwidth: it is a statistical measure of the range of frequencies over
which the channel can be considered to pass all the frequency components with almost
equal gain and linear phase. When this condition is satisfied then we say the channel to be
flat.

Practically, coherence bandwidth is the minimum separation over which the two
frequency components are affected differently. If the coherence bandwidth is con- sidered
to be the bandwidth over which the frequency correlation function is above

0.9, then it is approximated as
1

500, °

T

Bc=

However, if the coherence bandwidth is considered to be the bandwidth over which the
frequency correlation function is above 0.5, then it is defined as

1
5o

1

Bc =

The coherence bandwidth describes the time dispersive nature of the channel in the local
area. A more convenient parameter to study the time variation of the channel is the
coherence time. This variation may be due to the relative motion between the mobile and
the base station or the motion of the objects in the channel.

(2) Coherence time: this is a statistical measure of the time duration over which the
channel impulse response is almost invariant. When channel behaves like this, it is said
to be slow faded. Essentially it is the minimum time duration over which two received
signals are affected differently. For an example, if the coherence time is considered to
be the bandwidth over which the time correlation is above 0.5, then

it can be approximated as

. 9
" 16a .

where fm is the maximum doppler spread given be fm="*.



Another parameter is the Doppler spread (Bp) which is the range of frequencies over

which the received Doppler spectrum is non zero.

Statistical models for multipath propagation

Many multipath models have been proposed to explain the observed statistical na- ture of

a practical mobile channel. Both the first order and second order statistics

Obstructions

[ =]

Figure: Two ray NLoS multipath, resulting in Rayleigh fading.

have been examined in order to find out the effective way to model and combat the
channel effects. The most popular of these models are Rayleigh model, which de- scribes
the NLoS propagation. The Rayleigh model is used to model the statistical time varying
nature of the received envelope of a flat fading envelope. Below, we discuss about the

main first order and second order statistical models.

NLoS Propagation: Rayleigh Fading Model

Let there be two multipath signals Si and S received at two different time instants due to

the presence of obstacles as shown in Figure 5.6. Now there can either be constructive or



destructive interference between the two signals.
Let En be the electric field and ®n be the relative phase of the various multipath

signals.So we have
.
E = Ep
n=1
Now if N— oo(i.e. are sufficiently large number of multipaths) and all the Enare [ID
distributed, then by Central Limit Theorem we have,

lim E = e et
lim
N"OO N—-OO

n=1

=Zr+ jZi = Re/?



where Zr and Zj are Gaussian Random variables. For the above case
R= Z2+2Z2
T 1
and
14
Zyr

For all practical purposes we assume that the relative phase ®n is uniformaly dis-
tributed.

@ =tan

. 1 P
E[™=" &g =0

T
It can be seen that En and ®n are independent. So,

- >
E[E]=E[ Enel"]=0

c 2 > = . i > i(On—6m) >N
E[E:1=E[ En Ene '] = E[ EnEm &' m] = Ei: Po
m n
m n n=1

where Po is the total power obtained. To find the Cumulative Distribution Func- tion(CDF)

of R, we proceed as follows.

1]
Fr(r) =Pr(R=r) = fz,,z.(zi, zr)dzidzr
A

where A is determined by the values taken by the dummy variable r. Let Zjand Zr

be zero mean Gaussian RVs. Hence the CDF can be written as

I 2.2
g F7
Fr(r) = Vzmze 22 dZidZy
A

Let Zr = p cos(®) and Zj = p sin(®) So we have
21 21

oy »
Fry= Y, expdpdd
00
—I"2
=1-e2?

Above equation is valid for all r > 0. The pdf can be written as

F -2
fr(r) =2% 72

and is shown in Figure with different o values. This equation too is valid for allr > 0.
Above distribution is known as Rayleigh distribution and it has been derived
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Figure 5.7: Rayleigh probability density function.

for slow fading. However, if fp 1 Hz, we call it as Quasi-stationary Rayleigh

fading. We observe the following:

E[R]= *o
2

E[R?] = 26°
var[R] = (2 — 2302

median[R] = 1.770.

LoS Propagation: Rician Fading Model

Rician Fading is the addition to all the normal multipaths a direct LOS path.

07

Figure : Ricean probability density function.



r—%d Ar
fR() =—¢ 22l —)

2
o o
for all A>0 and r > 0. Here A is the peak amplitude of the dominant signal and

lo(.) is the modified Bessel function of the first kind and zeroth order.

A factor K is defined as
A2
Kgg=10log . .,
As A — 0 then Kgg — 0.

Generalized Model: Nakagami Distribution

A generalization of the Rayleigh and Rician fading is the Nakagami distribution.

|

TEETEETET
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Figure: Nakagami probability density function.

Its pdf is given as,
Zrm—l mm —mr2
= (7)6 —o

fR(r) = o

I'(m)
where,

I'(m) is the gamma function

Q is the average signal power and

m is the fading factor.It is always greater than or equal to 0.5.

When m=1, Nakagami model is the Rayleigh model. When
(M +1)2

C 2M+1
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Figure : Schematic representation of level crossing with a Rayleigh fading enve- lope at

10 Hz Doppler spread.

where

Nakagami fading is the Rician fading.

As m —oo Nakagami fading is the impulse channel and no fading occurs.

Second Order Statistics

To design better error control codes, we have two important second order param- eters of
fading model, namely the level crossing rate (LCR) and average fade duration (AFD).
These parameters can be utilized to assess the speed of the user by measuring them
through the reverse channel. The LCR is the expected rate at which the Rayleigh fading
envelope normalized to the local rms amplitude crosses a specific level R’ in a positive

going direction.

Il <g.

NR rp(7R1 Dpe_pz

o

where r’ is the time derivative of r(t), fp is the maximum Doppler shift and p is the value
of the specified level R, normalized to the local rms amplitude of the fading envelope.

The other important parameter, AFD, is the average period time for which the



receiver power is below a specified level R.

1
T = — <
Ny Pr(r < R)

As )
P(r<R)= @dindr=1-e7”,

2

0

therefore, _2
1—-¢e?”

T_ = '\/ D _ 2
27f Pe7
e‘7ﬂrf— 1

27frp
Apart from LCR, another parameter is fading rate, which is defined as the number of

times the signal envelope crosses the middle value (rm) in a positive going direction per
unit time. The average rate is expressed as
2v
N(rm) =
Another statistical parameter, sometimes used in the mobile communication, is called as
depth of fading. Tt is defined as the ratio between the minimum value  and the mean
square value of the faded signal. Usually, an average value of 10% as depth of fading

gives a marginal fading scenario.

Simulation of Rayleigh Fading Models

Clarke’s Model: without Doppler Effect

In it, two independent Gaussian low pass noise sources are used to produce in-phase and
quadrature fading branches. This is the basic model and is useful for slow fading channel.

Also the Doppler effect is not accounted for.

Clarke and Gans’ Model: with Doppler Effect

In this model, the output of the Clarke’s model is passed through Doppler filter in the RF
or through two initial baseband Doppler filters for baseband processing as shown in
Figure 5.11. Here, the obtained Rayleigh output is flat faded signal but not frequency

selective.
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amplitude modulation with (a) RF Doppler filter, and, (b) baseband Doppler filter.

Rayleigh Simulator with Wide Range of Channel Conditions

To get a frequency selective output we have the following simulator through which both
the frequency selective and flat faded Rayleigh signal may be obtained. This is

achieved through varying the parameters aj and zi, as given in Figure

Two-Ray Rayleigh Faded Model

The above model is, however, very complex and difficult to implement. So, we have the
two ray Rayleigh fading model which can be easily implemented in software as shown in

Figure 5.13.
hp(t) = a1€/215(t) + a2e/”25(t — 1)

where a7 and a2 are independent Rayleigh distributed and ¢1 and ¢2 are indepen- dent and
uniformaly distributed over 0 to 2z. By varying 7 it is possible to create a wide range

of frequency selective fading effects.
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Saleh and Valenzuela Indoor Statistical Model

This method involved averaging the square law detected pulse response while sweep- ing
the frequency of the transmitted pulse. The model assumes that the multipath components
arrive in clusters. The amplitudes of the received components are in- dependent Rayleigh
random variables with variances that decay exponentially with cluster delay as well as
excess delay within a cluster. The clusters and multipath components within a cluster

form Poisson arrival processes with different rates.

SIRCIM/SMRCIM Indoor/Outdoor Statistical Models

SIRCIM (Simulation of Indoor Radio Channel Impulse-response Model) generates realistic

samples of small-scale indoor channel impulse response measurements. Sub-
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Figure 5.13: Two-ray Rayleigh fading model.

sequent work by Huang produced SMRCIM (Simulation of Mobile Radio Channel Impulse-
response Model), a similar program that generates small-scale urban cellu- lar and micro-

cellular channel impulse responses.

Conclusion

In this chapter, the main channel impairment, i.e., fading, has been introduced which
becomes so severe sometimes that even the large scale path loss becomes insignificant in
comparison to it. Some statistical propagation models have been presented based on the
fading characteristics. Mainly the frequency selective fading, fast fading and deep fading

can be considered the major obstruction from the channel severity view point.



UNIT IV

Equalization and Diversity

Introduction

Apart from the better transmitter and receiver technology, mobile communications require signal processing
techniques that improve the link performance. Equaliza- tion, Diversity and channel coding are channel
impairment improvement techniques. Equalization compensates for Inter Symbol Interference (ISI) created
by multipath within time dispersive channels. An equalizer within a receiver compensates for the average
range of expected channel amplitude and delay characteristics. In other words, an equalizer is a filter at the
mobile receiver whose impulse response is inverse of the channel impulse response. As such equalizers find
their use in frequency selec- tive fading channels. Diversity is another technique used to compensate fast
fading and is usually implemented using two or more receiving antennas. It is usually em- ployed to reduce
the depths and duration of the fades experienced by a receiver in a flat fading channel. Channel coding
improves mobile communication link perfor- mance by adding redundant data bits in the transmitted
message.At the baseband portion of the transmitter, a channel coder maps a digital message sequence in to
another specific code sequence containing greater number of bits than original con- tained in the message.
Channel Coding is used to correct deep fading or spectral null. We discuss all three of these techniques in
this chapter. A general framework of the fading effects and their mitigation techniques is shown in Figure

4.1.
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Figure 4.1: A general framework of fading effects and their mitigation techniques.



Equalization

IST has been identified as one of the major obstacles to high speed data transmission over mobile radio
channels. If the modulation bandwidth exceeds the coherence bandwidth of the radio channel (i.e., frequency
selective fading), modulation pulses are spread in time, causing ISI. An equalizer at the front end of a
receiver compen- sates for the average range of expected channel amplitude and delay characteristics. As the
mobile fading channels are random and time varying, equalizers must track the time-varying characteristics
of the mobile channel and therefore should be time- varying or adaptive. An adaptive equalizer has two
phases of operation: training and tracking. These are as follows.

Training Mode:

+ Initially a known, fixed length training sequence is sent by the transmitter so that the receiver equalizer may
average to a proper setting.

- Training sequence is typically a pseudo-random binary signal or a fixed, of prescribed bit pattern.

+ The training sequence is designed to permit an equalizer at the receiver to acquire the proper filter coefficient
in the worst possible channel condition. An adaptive filter at the receiver thus uses a recursive algorithm

to evaluate the channel and estimate filter coefficients to compensate for the channel.
Tracking Mode:

+ When the training sequence is finished the filter coefficients are near optimal.
- Immediately following the training sequence, user data is sent.

+ When the data of the users are received, the adaptive algorithms of the equal- izer tracks the changing
channel.

+ As aresult, the adaptive equalizer continuously changes the filter characteris- tics over time.

A Mathematical Framework

The signal received by the equalizer is given by

x(t) = d(t) * h(t) + np (t) 4.1)

where d(t) is the transmitted signal, h(t) is the combined impulse response of the transmitter,channel and the

RF/IF section of the receiver and np (t) denotes the baseband noise.

If the impulse response of the equalizer is heq (t), the output of the equalizer is



7 () = d(t) xh(t) * heg(t) + ny(t) * heq(t) = d(t) xg(t) + np(t) * heq(t) . (4.2)

However, the desired output of the equalizer is d(t) which is the original source data. Assuming ny (t)=0, we

can write y(t) = d(t), which in turn stems the following equation:
g(t) = h(t) * heq(t) = o (1) (4.3)
The main goal of any equalization process is to satisfy this equation optimally. In frequency domain it can

be written as
Heq()H(f) = 1 (4.4)

which indicates that an equalizer is actually an inverse filter of the channel. If the channel is frequency
selective, the equalizer enhances the frequency components with small amplitudes and attenuates the strong
frequencies in the received frequency spectrum in order to provide a flat, composite received frequency
response and linear phase response. For a time varying channel, the equalizer is designed to track the

channel variations so that the above equation is approximately satisfied.

Zero Forcing Equalization

In a zero forcing equalizer, the equalizer coefficients cn are chosen to force the samples of the combined channel
and equalizer impulse response to zero. When each of the delay elements provide a time delay equal to the
symbol duration T, the frequency response Heq (f ) of the equalizer is periodic with a period equal to the symbol

rate 1/T. The combined response of the channel with the equalizer must satisfy Nyquist’s criterion

Hen (f) Heq (F) = 1, If| < Tior (4.5)

where Hcp (f ) is the folded frequency response of the channel. Thus, an infinite length zero-forcing ISl
equalizer is simply an inverse filter which inverts the folded frequency response of the channel.

Disadvantage: Since Heq (f ) is inverse of Hen (f) so inverse filter may excessively amplify the noise at
frequencies where the folded channel spectrum has high atten- uation, so it is rarely used for wireless link
except for static channels with high SNR such as local wired telephone. The usual equalizer model follows a

time varying or adaptive structure which is given next.

A Generic Adaptive Equalizer

The basic structure of an adaptive filter is shown in Figure 4.2. This filter is called the transversal filter, and
in this case has N delay elements, N+1 taps and N+1 tunable complex multipliers, called weights. These
weights are updated continuously by an adaptive algorithm. In the figure the subscript k represents discrete

time index. The adaptive algorithm is controlled by the error signal ex. The error signal is derived by



comparing the output of the equalizer, with some signal dx which is replica of transmitted signal. The
adaptive algorithm uses ey to minimize the cost function and uses the equalizer weights in such a manner that

it minimizes the cost function iteratively. Let us denote the received sequence vector at the receiver and
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wi= WO, wh, . W (4.7)
k k k

Now, the output sequence of the equalizer yy is the inner product of xx and w, i.e.,

Y= X, Wik = X W = W Xy (4.8)
The error signal is defined as

exk=dk—Yyk= dk—XTWk. K (4.9)

Assuming dy and Xk to be jointly stationary, the Mean Square Error (MSE) is given as

MSE = E[¢’] = E[(dk 2]

= E[(dg—x" wi)’]

= E[d?] + W E[xkx " Jwi— 2E[dix " Twi . . . . (4.10)



where wy is assumed to be an array of optimum values and therefore it has been taken out of the E()

operator. The MSE then can be expressed as

MSE = &= 6%+ W' Rwk—2p"wk P (4.11)
where the signal variance o2 = E[d?] and the cross correlation vector p between the
d k
desired response and the input signal is defined as
z z
p=E[dix] =E dixk dixe-1 dixe—2-+ diXe-n - (4.12)

The input correlation matrix R is defined as an (N + 1) x (N + 1) square matrix, \A{here
2
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Clearly, MSE is a function of wy. On equating—a<i



to 0, we get the condition for
minimum MSE (MMSE) which is known as Wiener solution:

wk= R 1p. (4.14)
Hence, MMSE is given by the equation

MMSE = &nin= 6> —p Wk (4.15)

Choice of Algorithms for Adaptive Equalization

Since an adaptive equalizer compensates for an unknown and time varying channel, it requires a specific
algorithm to update the equalizer coefficients and track the channel variations. Factors which determine
algorithm’s performance are:

Rate of convergence: Number of iterations required for an algorithm, in re- sponse to a stationary inputs, to
converge close enough to optimal solution. A fast rate of convergence allows the algorithm to adapt rapidly to

a stationary environ- ment of unknown statistics.

Misadjustment: Provides a quantitative measure of the amount by which the final value of mean square error,

averaged over an ensemble of adaptive filters, deviates from an optimal mean square error.

Computational complexity: Number of operations required to make one com- plete iteration of the algorithm.
Numerical properties: Inaccuracies like round-off noise and representation errors in the computer, which
influence the stability of the algorithm.

Three classic equalizer algorithms are primitive for most of today’s wireless stan- dards. These include the
Zero Forcing Algorithm (ZF), the Least Mean Square Algo- rithm (LMS), and the Recursive Least Square
Algorithm (RLS). Below, we discuss a few of the adaptive algorithms.

Least Mean Square (LMS) Algorithm

LMS algorithm is the simplest algorithm based on minimization of the MSE between the desired equalizer
output and the actual equalizer output, as discussed earlier. Here the system error, the MSE and the optimal
Wiener solution remain the same as given the adaptive equalization framework.

In practice, the minimization of the MSE is carried out recursively, and may be performed by use of the
stochastic gradient algorithm. It is the simplest equalization algorithm and requires only 2N+1 operations per
iteration. The filter weights are updated by the update equation. Letting the variable n denote the sequence of

iteration, LMS is computed iteratively by

Wk (n+ 1) = wi (n) + pex(n) x(n—k) (4.16)



where the subscript k denotes the kth delay stage in the equalizer and p is the step size which controls the
convergence rate and stability of the algorithm.

The LMS equalizer maximizes the signal to distortion ratio at its output within the constraints of the
equalizer filter length. If an input signal has a time dispersion characteristics that is greater than the
propagation delay through the equalizer, then the equalizer will be unable to reduce distortion. The
convergence rate of the LMS algorithm is slow due to the fact that there is only one parameter, the step size,
that controls the adaptation rate. To prevent the adaptation from becoming unstable, the value of p is chosen

from

N
0O<p<A (4.17)
i=1
where i is the i-th eigenvalue of the covariance matrix R.



Normalized LMS (NLMS) Algorithm

In the LMS algorithm, the correction that is applied to wy (n) is proportional to the input sample x (n — k).

Therefore when x (n — k) is large, the LMS algorithm experiences gradient noise amplification. With the

"2 in the NLMS algorithm, this problem is eliminated. Only

n2

normalization of the LMS step size by "x (n)
when x(n—k) becomes close to zero, the denominator term "x (n)"“ in the NLMS equation becomes very
small and the correction factor may diverge. So, a small positive number ¢ is added to the denominator term
of the correction factor. Here, the step size is time varying and is expressed as

Mny=—— (4.18)

"X(n)"2 +e



Therefore, the NLMS algorithm update equation takes the form of

Wi (n+ 1) = wi(n) + | ex(mxn—k). B (4.19)
&

x (n)"2 +
Diversity

Diversity is a method used to develop information from several signals transmitted over independent fading
paths. It exploits the random nature of radio propagation by finding independent signal paths for
communication. It is a very simple concept where if one path undergoes a deep fade, another independent
path may have a strong signal. As there is more than one path to select from, both the instantaneous and
average SNRs at the receiver may be improved. Usually diversity decisions are made by receiver. Unlike
equalization, diversity requires no training overhead as a training sequence is not required by transmitter.
Note that if the distance between two receivers is a multiple of 1/2, there might occur a destructive
interference be- tween the two signals. Hence receivers in diversity technique are used in such a way that
the signal received by one is independent of the other. Diversity can be of various forms, starting from space

diversity to time diversity. We take up the types one by one in the sequel.
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Figure 4.3: Receiver selection diversity, with M receivers.

Different Types of Diversity
Space Diversity

A method of transmission or reception, or both, in which the effects of fading are minimized by the simultaneous
use of two or more physically separated antennas, ideally separated by one half or more wavelengths. Signals

received from spatially separated antennas have uncorrelated envelopes. Space diversity reception methods can



be classified into four categories: selection, feedback or scanning, maximal ratio combining and equal gain
combining.
(a) Selection Diversity:

The basic principle of this type of diversity is selecting the best signal among all the signals received
from different branches at the receiving end. Selection Diversity is the simplest diversity technique. Figure
7.3 shows a block diagram of this method where "M’ demodulators are used to provide M diversity branches
whose gains are adjusted to provide the same average SNR for each branch. The receiver branches having
the highest instantaneous SNR is connected to the demodulator.

Let M independent Rayleigh fading channels are available at a receiver. Each channel is called a
diversity branch and let each branch has the same average SNR. The signal to noise ratio is defined as

E
SNR =T =242 — (4.20)
No



where Eyp, is the average carrier energy, No is the noise PSD, « is a random variable used to represent
amplitude values of the fading channel.
The instantaneous SNR(yi) is usually defined as yi = instantaneous signal power per branch/mean noise
power per branch. For Rayleigh fading channels, « has a Rayleigh distribution and so «? and consequently i
have a chi-square distribution

with two degrees of freedom. The probability density function for such a channel is

1
. 7.21
pG= e 72D
The probability that any single branch has an instantaneous SNR less than some defined threshold y is
I I
7 v -
< = dy = —%i a7t
<ybF[y p () dy & =i ggl-e =P (7.22)
I I I 1
0 0 L

Similarly, the probability that all M independent diversity branches receive signals which are simultaneously

less than some specific SNR threshold y is

- _2ZMm
Priy.y,..y 1 2 <yl = 1-e =P )y (7.23)

where Pm(y) is the probability of all branches failing to achieve an instantaneous SNR = y. Quite clearly,
Pm(I') < P (I'). If a single branch achieves SNR > y, then the probability that SNR >y for one or more
branches is given by
. ZMm
>prpl—Pm (p)=1- 1-e (7.24)
which is more than the required SNR for a single branch receiver. This expression shows the advantage when a
selection diversity is used.

To determine of average signal to noise ratio, we first find out the pdf of y as

p n=tr =" e M e (7.25)
M dy M r
The average SNR, 7, can be then expressed as
| J 0 o M—1
WP = (Ddr= Mxl-e *" e dx (7.26)
0 0

where x = p/T" and T" is the average SNR for a single branch, when no diversity is used.



This equation shows an average improvement in the link margin without requir- ing extra transmitter
power or complex circuitry, and it is easy to implement as it needed a monitoring station and an antenna
switch at the receiver. It is not an optimal diversity technique as it doesn’t use all the possible branches
simultaneously.

(b) Feedback or Scanning Diversity:

Scanning all the signals in a fixed sequence until the one with SNR more than a predetermined threshold
is identified. Feedback or scanning diversity is very similar to selection diversity except that instead of
always using the best of N signals, the N signals are scanned in a fixed sequence until one is found to be above
a predetermined threshold. This signal is then received until it falls below threshold and the scanning process
is again initiated. The resulting fading statistics are somewhat inferior, but the advantage is that it is very
simple to implement(only one receiver is required).

(c) Maximal Ratio Combining:

Signals from all of the m branches are weighted according to their individual signal voltage to noise
power ratios and then summed. Individual signals must be cophased before being summed, which generally
requires an individual receiver and phasing circuit for each antenna element. Produces an output SNR equal
to the sum of all individual SNR. Advantage of producing an output with an acceptable SNR even when
none of the individual signals are themselves acceptable. Modern DSP techniques and digital receivers are
now making this optimal form, as it gives the best statistical reduction of fading of any known linear
diversity combiner. In terms of voltage signal,

Zm
fm= ttiri (7.27)
i=1
where ttj is the gain and rj is the voltage signal from each branch.
(d) Equal Gain Combining:

In some cases it is not convenient to provide for the variable weighting capability required for true
maximal ratio combining. In such cases, the branch weights are all set unity, but the signals from each
branch are co-phased to provide equal gain combining diversity. It allows the receiver to exploit signals that

are simultaneously received on each branch. Performance of this method is marginally inferior to max- imal

ratio combining and superior to Selection diversity. Assuming all the ttjto be
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Polarization Diversity

Polarization Diversity relies on the decorrelation of the two receive ports to achieve diversity gain. The two
receiver ports must remain cross-polarized. Polarization Diversity at a base station does not require
antenna spacing.  Polarization diversity combines pairs of antennas with orthogonal polarizations (i.e.
horizontal/vertical, + slant 45°, Left-hand/Right-hand CP etc). Reflected signals can undergo polarization
changes depending on the channel. Pairing two complementary polarizations, this scheme can immunize a
system from polarization mismatches that would otherwise cause signal fade. Polarization diversity has
prove valuable at radio and mobile com- munication base stations since it is less susceptible to the near

random orientations of transmitting antennas.

Frequency Diversity

In Frequency Diversity, the same information signal is transmitted and received simultaneously on two or
more independent fading carrier frequencies. Rationale behind this technique is that frequencies separated
by more than the coherence bandwidth of the channel will be uncorrelated and will thus not experience the
same fades. The probability of simultaneous fading will be the product of the individual fading
probabilities. This method is employed in microwave LoS links which carry several channels in a
frequency division multiplex mode (FDM). Main disadvantage is that it requires spare bandwidth also as

many receivers as there are channels used for the frequency diversity.

Time Diversity

In time diversity, the signal representing the same information are sent over the same channel at different
times. Time diversity repeatedly transmits information at time spacings that exceeds the coherence time of
the channel. Multiple repetition of the signal will be received with independent fading conditions,
thereby providing for diversity. A modern implementation of time diversity involves the use of RAKE
receiver for spread spectrum CDMA, where the multipath channel provides redun- dancy in the
transmitted message. Disadvantage is that it requires spare bandwidth also as many receivers as there are
channels used for the frequency diversity. Two important types of time diversity application is discussed

below.

Application 1: RAKE Receiver

In CDMA spread spectrum systems, CDMA spreading codes are designed to provide very low correlation
between successive chips, propagation delay spread in the radio channel provides multiple version of the

transmitted signal at the receiver. Delaying multipath components by more than a chip duration, will



appear like uncorrelated noise at a CDMA receiver. CDMA receiver may combine the time delayed

versions of the original signal to improve the signal to noise ratio at the receiver. RAKE
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Figure 4.5: RAKE receiver.

receiver collect the time shifted versions of the original signal by providing a sep- arate correlation receiver
for M strongest multipath components. Outputs of each correlator are weighted to provide a better estimate
of the transmitted signal than provided by a single component. Demodulation and bit decisions are based on
the weighted output of the correlators. Schematic of a RAKE receiver is shown in Figure 4.5.

Application 2: Interleaver

In the encoded data bits, some source bits are more important than others, and must be protected from errors.
Many speech coder produce several important bits in succession. Interleaver spread these bit out in time so
that if there is a deep fade or noise burst, the important bits from a block of source data are not corrupted
at the same time. Spreading source bits over time, it becomes possible to make use of error control
coding. Interleaver can be of two forms, a block structure or a convolutional structure.

A block interleaver formats the encoded data into a rectangular array of m rows and n columns, and
interleaves nm bits at a time. Each row contains a word of source data having n bits. an interleaver of degree
m consists of m rows. source bits are placed into the interleaver by sequentially increasing the row number
for each successive bit, and forming the columns. The interleaved source data is then read out row-wise and
transmitted over the channel. This has the effect of separating the original source bits by m bit periods. At
the receiver, de-interleaver stores the received data by sequentially increasing the row number of each
successive bit, and then clocks out the data row-wise, one word at a time. Convolutional interleavers are

ideally suited for use with convolutional codes.



Channel Coding

In channel coding, redundant data bits are added in the transmitted message so that if an instantaneous fade
occurs in the channel, the data may still be recov- ered at the receiver without the request of
retransmission. A channel coder maps the transmitted message into another specific code sequence containing
more bits. Coded message is then modulated for transmission in the wireless channel. Channel Coding is used by
the receiver to detect or correct errors introduced by the channel. Codes that used to detect errors, are error

detection codes. Error correction codes can detect and correct errors.

Shannon’s Channel Capacity Theorem

In 1948, Shannon showed that by proper encoding of the information, errors induced by a noise channel can
be reduced to any desired level without sacrificing the rate of information transfer. Shannon’s channel

capacity formula is applicable to the AWGN channel and is given by:
>
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where C is the channel capacity (bit/s), B is the channel bandwidth (Hz), P is the received signal power (W),
No is the single sided noise power density (W/Hz), Ey is the average bit energy and Ry is transmission bit



rate. and the ratio C/B is denoted as bandwidth efficiency. Introduction of redundant bits increases the
transmission bit rate and hence it increases the bandwidth require- ment, which reduces the bandwidth
efficiency of the link in high SNR conditions, but provides excellent BER performance at low SNR values.
This leads to the following two inferences.
Corollary 1 : While dealing within maximum channel capacity, introduction of re- dundant bits increase the
transmitter rate and hence bandwidth requirement also increases, while decreasing the bandwidth efficiency,
but it also decreases the BER. Corollary 2 : If data redundancy is not introduced in a wideband noisy
environment, error free performance in not possible (for example, CDMA communication in 3G mobile
phones).
A channel coder operates on digital message (or source) data by encoding the source information into a code
sequence for transmission through the channel. The error correction and detection codes are classified into three
groups based on their struc- ture.

1. Block Code

2. Convolution Code

3. Concatenated Code.

Block Codes

Block codes are forward error correction (FEC) codes that enable a limited number  of errors to be
detected and corrected without retransmission. Block codes can be used to improve the performance of a
communications system when other means of improvement (such as increasing transmitter power or using a
more sophisticated demodulator) are impractical.
In block codes, parity bits are added to blocks of message bits to make codewords

or code blocks. In a block encoder, k information bits are encoded into n code bits. A total of n—k redundant
bits are added to the k information bits for the purpose of detecting and correcting errors. The block code is
referred to as an (n, k) code, and the rate of the code is defined as Rc = k/n and is equal to the rate of

information divided by the raw channel rate.

Parameters in Block Code

(a) Code Rate (Rc): As defined above, Rc = k/n.

(b) Code Distance (d): Distance between two codewords is the number of ele-



ments in which two codewords Cjand C; differs denoted by d (Ci, Cj). If the code used is binary, the distance
is known as ’Hamming distance’. For example d(10110, 11011) is 3. If the code ’C’ consists of the set of
codewords, then the minimum

distance of the code is given by dmin = min {d (Ci, Cj)}.

(© Code Weight (w): Weight of a codeword is given by the number of nonzero elements in the
codeword. For a binary code, the weight is basically the number of_1s in the codeword. For example weight
of a code 101101 is 4.

Ex 1: The block code C = 00000, 10100, 11110, 11001 can be used to represent two

bit binary numbers as:

- 00— 00000

- 01-10100

- 10-11110

- 11-11001

Here number of codewords is 4, k = 2, and n = 5. Toencode a bit stream 1001010011
- First step is to break the sequence in groups of two bits, i.e., 10 01 01 00 11
+ Next step is to replace each block by its corresponding codeword, i.e., 11110 10100 10100 00000 11001

Quite clearly, here, dmin =min{d(C;,Cj)}=2.

Properties of Block Codes

(a) Linearity: Suppose Cjand Cjare two code words in an (n, k) block code. Let a1and a2 be any
two elements selected from the alphabet. Then the code is said to be linear if and only if a1C1 + a2C2 is also
a code word. A linear code must contain the all-zero code word.

(b) Systematic: A systematic code is one in which the parity bits are appended to the end of the
information bits. For an (n, K) code, the first k bits are identical

to the information bits, and the remaining n — k bits of each code word are linear

combinations of the k information bits.



(© Cyclic: Cyclic codes are a subset of the class of linear codes which satisfy the following cyclic
shift property: If C = [Ch—1,Cn—2,...,Cq] is a code word of a cyclic code, then [Ch—2,Cn—3,...,Co,Cn—1],
obtained by a cyclic shift of the elements of C, is also a code word. That is, all cyclic shifts of C are
code words.

In this context, it is important to know about Finite Field or Galois Field. Let F be a finite set of
elements on which two binary operations — addition (+) and multiplication (.) are defined. The set F together

with the two binary operations is called a field if the following conditions are satisfied:

1. F is a commutative group under addition.

2. The set of nonzero elements in F is a commutative group under multiplication.

3. Multiplication is distributive over addition; that is, for any three elements a, b, and cin F, a(b + c)
=ab+ ac

4. Identity elements 0 and 1 must exist in F satisfyinga +0=aand a.1 = a.

. Forany a in F, there exists an additive inverse (—a) such that a + (—a) = 0.

6. For any a in F, there exists an multiplicative inverse a ! such thata.a ! =

1. Depending upon
the number of elements in it, a field is called either a finite or an infinite field. The examples of infinite
field include Q (set of all rational numbers), R (set of all real numbers), C (set of all complex numbers)
etc. A field with a finite number of elements (say q) is called a *Galois Field” and is denoted by GF(q).
A finite field entity p(x), called a polynomial, is introduced to map all symbols (with several bits) to the

element of the finite field. A polynomial is a mathematical expression

P(X) = po+ p1X+ ...+ PmXm (7.31)

where the symbol x is called the indeterminate and the coefficients po, p1, ..., pm are the elements of GF(q).
The coefficient pm is called the leading coefficient. If pm is not equal to zero, then m is called the degree
of the polynomial, denoted as deg p(x). A polynomial is called monic if its leading coefficient is unity. The
division algorithm states that for every pair of polynomials a(x) and b(x) in F(x), there exists a unique pair
of polynomials q(x), the quotient, and r(x), the remainder, such that a(x) = q(x)b(x) + r(x), where deg
r(x)ideg b(x). A polynomial p(x) in F(x) is said to be reducible if p(x)=a(x)b(x), otherwise it is called

irreducible. A monic irreducible polynomial of degree at least one is called a prime polynomial.



An irreducible polynomial p(x) of degree ‘m’ is said to be primitive if the smallest

integer ‘n’ for which p(x) divides x"+1 isn=2"-1. A typical primitive polynomial is given by p(x) = x™ +
X+ 1.

A specific type of code which obeys both the cyclic property as well as poly- nomial operation is cyclic
codes. Cyclic codes are a subset of the class of linear codes which satisfy the cyclic property. These codes
possess a considerable amount  of structure which can be exploited. A cyclic code can be generated by using a
generator polynomial g(p) of degree (n-k). The generator polynomial of an (n,k)

cyclic code is a factor of p" + 1 and has the form

g(P) = p" F+ gui-1p" T+ gap+ L (7.32)

A message polynomial x(p) can also be defined as
X(Pp) = Xp—1p* 1+ - + x1p+ Xo (7.33)

where (Xx-1,..., X0) represents the k information bits. The resultant codeword c(p) can be written as

c(p) =x(p) g(p) (7.34)

where c(p) is a polynomial of degree less than n. We would see an application of such codes in Reed-

Solomon codes.

Examples of Block Codes

(a) Single Parity Check Code: In single parity check codes (example: ASCII code), an overall
single parity check bit is appended to "k’ information bits. Let the infor- mation bit word be: (b1, b2, ..., by),
then parity check bit: p = by + bo + ......... + bk modulo 2 is appended at the (k+1)th position, making the
overall codeword: C = (b1, by, ..., bk, p). The parity bit may follow an even parity or an odd parity pattern.
All error patterns that change an odd number of bits are detectable, and all even numbered error patterns are
not detectable. However, such codes can only detect the error, it cannot correct the error.

Ex. 2: Consider a (8,7) ASCII code with information codeword (0, 1, 0, 1, 1, 0, 0) and encoded with

overall even parity pattern. Thus the overall codeword is (0, 1, 0, 1, 1, 0, 0, 1) where the last bit is the parity

bit. If there is a single error in bit 3: (0,



1,1,1,1,0,0, 1), then it can be easily checked by the receiver that now there are odd number of 1’s in the
codeword and hence there is an error. On the other hand, if there are two errors, say, errors in bit 3 and 5:
0,1,1,1,0,0,0, 1), then error

will not be detected.

After decoding a received codeword, let pc be the probability that the decoder

gives correct codeword C, pe is the probability that the decoder gives incorrect codeword Cl += C, and

ps is the probability that the decoder fails to give a codeword. In this case, we can write pc + pe + ps= 1.
If in an n-bit codeword, there are j errors and p is the bit error probability, then the probability of

obtaining j errors in this codeword is Pj= "Cjpi (1 — p)" .

Using this formula, for any (n, n — 1) single parity check block code, we get

+ pc= Po,

© Ppe= P2+ P4+ ..+ Pj (ni = n if n is even, otherwise ni=n — 1), (nN=n — 1 if n is even,

. pf=P1+ P3+ ..+ P}

(b)

otherwise ni = n).

As an example, for a (5,4) single parity check block code, pc = Po, pe= P2+ P4, and pf=P1+ P3 +
Ps.

Product Codes: Product codes are a class of linear block codes which pro-

vide error detection capability using product of two block codes. Consider that nine information bits (1, 0, 1,
0,0,1,1,1, 0) are to be transmitted. These 9 bits can be divided into groups of three information bits and
(4,3) single parity check codeword can be formed with even parity. After forming three codewords, those
can be ap- pended with a vertical parity bit which will form the fourth codeword. Thus the following

codewords are transmitted:

CL=[:
C2=[ |
C3=1[:
C4 =l

Now if an error occurs in the second bit of the second codeword, the received code- words at the receiver would

then be

Cl=[1 0 1 0]



C2 =l -

C3=[

Ca =t

T

and these would indicate the corresponding row and column position of the erroneous bit with vertical and
horizontal parity check. Thus the bit can be corrected. Here we get a horizontal (4, 3) codeword and a
vertical (4, 3) codeword and concatenating them we get a (16, 9) product code. In general, a product code
can be formed as (n1,k1) & (n2,k2) — (n1nz, kiko).

(© Repetition Codes: In a (n,1) repetition code each information bit is repeated n times (n should
be odd) and transmitted. At the receiver, the majority decoding principle is used to obtain the information bit.
Accordingly, if in a group of n received bit, 1 occurs a higher number of times than 0, the information bit is
decoded as 1. Such majority scheme works properly only if the noise affects less than n/2 number_of bits.

Ex 3: Consider a (3,1) binary repetition code.
« For input bit 0, the codeword is (0 0 0) and for input bit 1, the codeword is (11 1).
- If the received codeword is (0 0 0), i.e. no error, it is decoded as 0.
« Similarly, if the received codeword is (1 1 1), i.e. no error, it is decoded as 1.

+ If the received codeword is (0 0 1) or (0 1 0) or (1 0 0), then error is detected and it is decoded as O with
majority decoding principle.

« If the received codeword is (0 1 1) or (1 1 0) or (1 0 1), once again error is detected and it is decoded as 1 with
majority decoding principle.

For such a (3,1) repetition code, pc = Po + P1, pe = P2 + P3, and p;s=0.

(d) Hamming Codes: A binary Hamming code has the property that
(nk)=(@"-1,2"-1-m) (7.35)

where k is the number of information bits used to form a n bit codeword, and m  is any positive integer.

The number of parity symbols are n—k= m. Thus, a



codeword is represented by C = [i, ...in, p1, ..., Pa—4]. This is quite a useful code in communication which is

illustrated via the following example.

Ex 4: Consider a (7, 4) Hamming code. With three parity bits we can correct exactly 1 error. The parity bits

may follow such a modulo 2 arithmetic:
p1= i1+i2+ i3, p2= i2+ i3+ i p3=i1+ i3+ is,
which is same as,

Fir+i2+ i3 =
y+i2+ i3+ s =

j+ i1+ i3+ ia =

The transmitted codeword is then C = [i1, i2, ..., i4, p1, p2,p3].
Syndrome Decoding: For this Hamming code, let the received codeword be V = [vi, v, ..., V4, Vs, Ve, V7].

We define a syndrome vector S as

=1 52 S3]
=+v2+V3+ Vs
=2+ vVv3+Va+ Ve

=+ v2+v4+ V7

It is obvious that in case of no error, the syndrome vector is equal to zero. Corre- sponding to this syndrome
vector, there is an error vector e which can be obtained from a syndrome table and finally the required codeword
istakenasC =V +e. In a nutshell, to obtain the required codeword, we perform the following steps:

. Calculate S from decoder input V.

. From syndrome table, obtain e corresponding to S.

. The required codeword isthenC=V +e.
A few cases are given below to illustrate the syndrome decoding.

1.LetC=[0111010]andV=[0111010]. ThisimpliesS=[000], and it
correspondstoe =[0000000]. Thus, C=V+e=[0111010].




2. LetC=[1100010]andV=[1101010]. Thismeans S =[0 1 1], from which wegete=[000 1
0 0 0] which means a single bit error is there in the received bit va. This will be corrected by performing
the operation C = V + e.

3. Another interesting case is, let C=[0101100]andV =[0011101] (two

errors at second and third bits). This makes S =[0 00] andasaresult, e=[00 000O00]. However, C
+=V ,and C = V + e implies the double error cannot lscorrected. Therefore a (7,4) Hamming code can
correct only single bit error.

(e) Golay Codes: Golay codes are linear binary (23,12) codes with a minimum distance of seven and a
error correction capability of three bits. This is a special, one of a kind code in that this is the only
nontrivial example of a perfect code. Every codeword lies within distance three of any codeword, thus making
maximum likelihood decoding possible.

63 BCH Codes: BCH code is one of the most powerful known class of linear cyclic block codes,
known for their multiple error correcting ability, and the ease of encoding and decoding. It’s block length is
n=2"—1 for m> 3 and number

of errors that they can correct is bounded by t < (2™ — 1)/2. Binary BCH codes
can be generalized to create classes of non binary codes which use m bits per code symbol.

(2) Reed Solomon (RS) Codes: Reed-Solomon code is an important subset of the BCH codes
with a wide range of applications in digital communication and data storage. Typical application areas are
storage devices (CD, DVD etc.), wireless communications, digital TV, high speed modems. It’s coding
system is based on groups of bits, such as bytes, rather than individual 0 and 1. This feature makes it
particularly good at dealing with burst of errors: six consecutive bit errors. Block

length of these codes is n = 2™ — 1, and can be extended to 2™ or 2™ + 1. Number
of parity symbols that must be used to correct e errors is n — k = 2e. Minimum

distance dmin = 2e+ 1, and it achieves the largest possible dmin 0f any linear code.
For US-CDPD, the RS code is used with m = 6. So each of the 64 ficld elements is represented by a
6 bit symbol. For this case, we get the primitive polynomial as p(x) = x® + x + 1. Equating p(x) to 0
implies x® = x + 1.

The 6 bit representation of the finite field elements is given in Table 7.1. The table elements continue up to a%2.

However, to follow linearity property there should be



Table 7.1: Finite field elements for US-CDPD

1 0 o o
ot 0 0o o0
o? 0 o 1

a®=a+1 0o o O

63

a zero codeword, hence o°* is assigned zero.

The encoding part of the RS polynomial is done as follows: Information polynomial: d(x) =
Cn-1X""14 Cyu2x"2+ ..... + Cox?, Parity polynomial: p(x) = C2,-1x* 1+ ... + Co,
Codeword polynomial: ¢(x) = d(x) + p(x).
Since generating an information polynomial is difficult, so a generating polynomial is used instead.
Information polynomial is then the multiple of generating polynomial. This process is given below.
Since this kind of codes are cyclic codes, we take a generating polynomial g(x) such that d(x) = g(x)q(x) +
r(x) where q(x) is the quotient polynomial and r(x) is the remainder polynomial. The codeword
polynomial would then be given as: c(x) = g(x)q(x) + r(x) = p(x). If we assign a parity polynomial p(x) =
r(x), then the codeword polynomial c(x) = g(x)p(x) and the entire process becomes easier.

On the decoder side one has to find a specific r(x) = p(x) or vice-versa, but due to its complexity, it is

mainly done using syndrome calculation. The details of such a syndrome calculation can be found in [1].

Convolutional Codes

A continuous sequence of information bits is mapped into a continuous sequence of encoder output bits. A
convolutional code is generated by passing the information sequence through a finite state shift register.

Shift register contains N’ k-bit stages



Figure 7.6: A convolutional encoder with n=2 and k=1.

and m linear algebraic function generators based on the generator polynomials. Input data is shifted into and
along the shift register, k-bits at a time. Number of output bits for each k-bit user input data sequence

is n bits, so the code rate Rc = k/n. The shift register of the encoder is initialized to all-zero-state before

Figure 7.7: State diagram representation of a convolutional encoder.

encoding operation starts. It is easy to verify that encoded sequence is 00 11 10 00 01 ... for an input
message sequence of 01011 .. .. Convolution codes may be represented in various ways as given below.
State Diagram:

Since the output of the encoder is determined by the input and the current state of the encoder, a state
diagram can be used to represent the encoding process. The state diagram is simply a graph of the possible states
of the encoder and the possible transitions from one state to another. The path information between the states,

denoted as b/cicz, represents input information bit *b’ and the corresponding
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Figure 7.8: Tree diagram representation of a convolutional encoder.

output bits (ci1C2). Again, it is not difficult to verify from the state diagram that an input information
sequence b = (1011) generates an encoded sequence ¢ = (11, 10, 00, 01).
Tree Diagram:

The tree diagram shows the structure of the encoder in the form of a tree with the branches representing the
various states and the outputs of the coder. The encoded bits are labeled on the branches of the tree. Given an
input sequence, the encoded sequence can be directly read from the tree. As an example, an input sequence

(1011) results in the encoded sequence (11, 10, 00, 01).

Looo b ogp & g 0t gp ¥ qgp %
State a=00 &7 > e ~
SN 11/ Codeword

>, branch
~

b=00e

c=00®

d=00e N (e | e

Input bit 0
------- Input bit 1

Figure 7.9: Trellis diagram of a convolutional encoder.
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Figure 7.10: Block diagram of a turbo encoder.

Trellis Diagram:

Tree reveals that the structure repeats itself once the number of stages is greater than the constraint
length. It is observed that all branches emanating from two nodes having the same state are identical in the
sense that they generate identical output sequences. This means that the two nodes having the same label can
be merged. By doing this throughout the tree diagram, we obtain another diagram called a Trellis Diagram

which is more compact representation.

Concatenated Codes

Concatenated codes are basically concatenation of block and convolutional codes. It can be of two types:
serial and parallel codes. Below, we discuss a popular parallel concatenated code, namely, turbo code.

Turbo Codes: A turbo encoder is built using two identical convolutional codes of special type with
parallel concatenation. An individual encoder is termed a com- ponent encoder. An interleaver separates the
two component encoders. The inter- leaver is a device that permutes the data sequence in some
predetermined manner. Only one of the systematic outputs from the two component encoders is used to form
a codeword, as the systematic output from the other component encoder is only a permuted version of the
chosen systematic output. Figure 7.10 shows the block di- agram of a turbo encoder using two identical
encoders. The first encoder outputs the systematic Vo and recursive convolutional V1 sequences while the
second en- coder discards its systematic sequence and only outputs the recursive convolutional V2 sequence.

Depending on the number of input bits to a component encoder it



may be binary or m-binary encoder. Encoders are also categorized as systematic or non-systematic. If the

component encoders are not identical then it is called an asymmetric turbo code.

Conclusion

Although a lot of advanced powerful techniques for mitigating the fading effects such as space diversity in
MIMO systems, space-time block coding scheme, MIMO equalization, BLAST architectures etc. have taken
place in modern wireless com- munication, nevertheless, the discussed topics in this chapter are the basic
building blocks for all such techniques and that stems the necessity for all these discussions. The
effectiveness of the discussed topics would be more clear in the next chapter in the context of different

multiple access techniques.
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Specific Instructional Objectives

On completion, the student will be able to:

Explain the need for wireless LAN

Identify the limitations and challenges of wireless LAN
Understand different aspects of IEEE 802.11 WLAN
Transmission media

Topology

Medium Access Control

Security

Introduction

In the last two decades the wired version of LAN has gained wide popularity and large- scale
deployment. The IEEE 802.3 standard has been revised and extended every few years. High-
speed versions with transmission rate as high as 1000 Mbps are currently available. Until
recently wireless version of LANs were not popular because of the following reasons:

High cost: Previously the equipments cost more.

Low data rate: Initially, the data rate supported by the WLAN is too less, so it supports only a
few applications.

Occupational safety concerns

Licensing requirements

In the last couple of years the situation has changed significantly. Cheaper, smaller and
powerful notebook computers and other mobile computing equipment have proliferated in
homes and offices. These devices share various resources such as printers, files and Broadband
Internet connections. This has opened up the need for wireless LAN. Wireless LANs also offer
a number of other advantages compared to their wired counterpart.

Before going into the technical details of Wireless LAN let us first look at various reasons
which have led to the development of WLANSs. Some of the advantages are mentioned below:

Availability of low-cost portable equipments: Due to the technology enhancements, the
equipment cost that are required for WLAN set-up have reduced a lot.

Mobility: An increasing number of LAN users are becoming mobile. These mobile users
require that they are connected to the network regardless of where they are because they want
simultaneous access to the network. This makes the use of cables, or wired LANSs, impractical if
not impossible. Wireless LAN can provide users mobility, which is likely to increase
productivity, user convenience and various service opportunities.

Installation speed and simplicity: Wireless LANs are very easy to install. There is no
requirement for wiring every workstation and every room. This ease of installation makes
wireless LANSs inherently flexible. 1f a workstation must be



moved, it can be done easily and without additional wiring, cable drops or reconfiguration of the
network.

Installation flexibility: If a company moves to a new location, the wireless system is much
easier to move than ripping up all of the cables that a wired system would have snaked
throughout the building. This also provides portability. Wireless technology allows network to
go anywhere wire cannot reach.

Reduced cost of ownership: While the initial cost of wireless LAN can be higher than the cost
of wired LAN hardware, it is envisaged that the overall installation expenses and life cycle costs
can be significantly lower. Long-term cost-benefits are greater in dynamic environment
requiring frequent moves and changes.

Scalability: Wireless LAN can be configured in a variety of topologies to meet the users need
and can be easily scaled to cover a large area with thousands of users roaming within it.

However, wireless LAN technology needs to overcome a number of inherent limitations and
challenges. Some of the limitations and challenges are mentioned below:

Lower reliability due to susceptibility of radio transmission to noise and interference.
Fluctuation of the strength of the received signal through multiple paths causing fading.
Vulnerable to eavesdropping leading to security problem.

Limited data rate because of the use of spread spectrum transmission techniques enforced to
ISM band users.

In this lesson we shall introduce the wireless LAN technology based on IEEE 802.11 standard.
Its predecessor the IEEE 802.3, commonly referred to as the Ethernet, is the most widely
deployed member of the family. IEEE 802.11 is commonly referred to as wireless Ethernet
because of its close similarity with the IEEE 802.3. Like IEEE 802.3, it also defines only two
bottom levels of ISO’s open system Interconnection (OSI) model as shown in Fig. 5.7.1. As it
shares the upper layers with other LAN standards, it is relatively easy to bridge the IEEE 802.11
wireless LANSs to other IEEE 802.11 wired LANSs to form an extended interconnected wired and
wireless LAN network. Although initially wireless LANs were perceived to be as a substitute to
wired LANS, now it is recognized as an indispensable adjunct to wired LANS.
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oSl IEEE 802.11
Figure 5.1 OSI Reference Model and IEEE 802.11

The IEEE 802.11 standard basically defines the physical and data link layer. In the later sections
we shall look at detailed implementations.

Transmission Media

There are three media that can be used for transmission over wireless LANSs. Infrared, radio
frequency and microwave. In 1985 the United States released the industrial, scientific, and
medical (ISM) frequency bands. These bands are 902 - 928MHz, 2.4 - 2.4853 GHz, and 5.725 -
5.85 GHz and do not require licensing by the Federal Communications Commission (FCC).
This prompted most of the wireless LAN products to operate within ISM bands. The FCC did
put restrictions on the ISM bands however. In the U.S. radio frequency (RF) systems must
implement spread spectrum technology. RF systems must confine the emitted spectrum to a
band. RF is also limited to one watt of power. Microwave systems are considered very low
power systems and must operate at 500 milliwatts or less.

Infrared

Infrared systems (IR systems) are simple in design and therefore inexpensive. They use the
same signal frequencies used on fiber optic links. IR systems detect only the amplitude of the
signal and so interference is greatly reduced. These systems are not bandwidth limited and thus
can achieve transmission speeds greater than the other systems. Infrared transmission operates
in the light spectrum and does not require a license from the FCC to operate. There are two
conventional ways to set up an IR LAN.



The infrared transmissions can be aimed. This gives a good range of a couple of kilometer and
can be used outdoors. It also offers the highest bandwidth and throughput.

The other way is to transmit omni-directionally and bounce the signals off of
everything in every direction. This reduces coverage to 30 - 60 feet, but it is area coverage. IR
technology was initially very popular because it delivered high data rates and relatively cheap
price.

The drawbacks to IR systems are that the transmission spectrum is shared with the sun
and other things such as fluorescent lights. If there is enough interference from other sources it
can render the LAN useless. IR systems require an unobstructed line of sight (LOS). IR signals
cannot penetrate opaque objects. This means that walls, dividers, curtains, or even fog can
obstruct the signal. InfraLAN is an example of wireless LANSs using infrared technology.

Microwave

Microwave (MW) systems operate at less than 500 milliwatts of power in compliance with FCC
regulations. MW systems are by far the fewest on the market. They use narrow-band
transmission with single frequency modulation and are set up mostly in the 5.8GHz band. The
big advantage to MW systems is higher throughput achieved because they do not have the
overhead involved with spread spectrum systems. RadioLAN is an example of systems with
microwave technology.

Radio

Radio frequency systems must use spread spectrum technology in the United States. This spread
spectrum technology currently comes in two types: direct sequence spread spectrum (DSSS) and
frequency hopping spread spectrum (FHSS). There is a lot of overhead involved with spread
spectrum and so most of the DSSS and FHSS systems have historically had lower data rates
than IR or MW.

Direct Sequence Spread Spectrum (DSSS) Scheme

Direct Sequence Spread Spectrum (DSSS) represents each bit in the frame by multiple bits in
the transmitted frame. DSSS represents each data 0 and 1 by the symbol —1 and +1 and then
multiplies each symbol by a binary pattern of +1’°s and —1’s to obtain a digital signal that varies
more rapidly occupying larger band. The IEEE 802.11 uses a simple 11- chip Barker sequence
B11 [-1, +1, -1, -1, +1, -1, -1, -1, +1, +1, +1] with QPSK or BPSK modulation as shown in
Figure 5.7.2. The DSSS transmission system takes 1 Mbps data, converts it into 11 Mbps signal
using differential binary phase shift keying (DBPSK) modulation.

The Barker sequence provides good immunity against interference and noise as well as
some protection against multi-path propagation. In both cases of spread spectrum transmission,
the signal look like noise to any receiver that does not know the pseudorandom sequence. The



third transmission media is based on infrared signal in the near visible range of 850 to 950
nanometers. Diffused transmission is used so that the transmitter and receivers do not have to
point to each other and do not require a clear line of sight communication. The transmission
distance is limited to 10 to 20 meters and is limited to inside the buildings only.

+1] |+ +1 +1+1+1 | .

-1 -1 11 A i

(a) 11-chip Barker sequence

ﬁ +1 +1 +1 +1 +1

-1 -1 -1 -1 -1
(b) Transmission of -1
o [+1] +1 +1 +1
\i‘ 11 1 _\l _\l T T l

(c) Transmission of +1
Figure 5.2 Direct-sequence spread spectrum technique using Barker sequence

With direct sequence spread spectrum the transmission signal is spread over an allowed
band (for example 25MHz). A random binary string is used to modulate the transmitted signal.
This random string is called the spreading code. The data bits are mapped to into a pattern of
"chips" and mapped back into a bit at the destination. The number of chips that represent a bit is
the spreading ratio. The higher the spreading ratio, the more the signal is resistant to
interference. The lower the spreading ratio, the more bandwidth is available to the user. The
FCC dictates that the spreading ratio must be more than ten. Most products have a spreading
ratio of less than 20 and the new IEEE
standard requires a spreading ratio of eleven. The transmitter and the receiver must be
synchronized with the same spreading code. If orthogonal spreading codes are used then more
than one LAN can share the same band. However, because DSSS systems use wide sub
channels, the number of co-located LANSs is limited by the size of those sub channels. Recovery
is faster in DSSS systems because of the ability to spread the signal over a wider band. Current
DSSS products include Digital's RoamAbout and NCR's WaveL AN.

Figure 5.3 shows a typical DSSS implementation. Here, the data stream and pseudo-
random sequence are both converted into analog signals before combining, rather than
performing the exclusive-OR of the two streams and than modulating. Eleven channels have
been defined to operate in the 2.4 GHz ISM band in US. Channels can operate without
interference with each other if their center frequencies are separated by at least 30MHz. The



802.11 DSSS physical layer also defines an option for 2 Mbps operation using Differential
Quadrature PSK (DQPSK).
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Figure 5.3 Direct Sequence Spread Spectrum (DSSS) system,

Frequency Hopping Spread Spectrum (FHSS)

The idea behind spread spectrum is to spread the signal over a wider frequency band, so as to
make jamming and interception more difficult and to minimize the effect of interference from
other devices In FH it is done by transmitting the signal over a random sequence of frequencies;
that is, first transmitting at one frequency, then second, then a third and so on. The random
sequence of frequencies is generated with the help of a pseudorandom number generator. As
both the receiver and sender use the same algorithm to generate random sequence, both the
devices hop frequencies in a synchronous manner and frames transmitted by the sender are
received correctly by the receiver. This is somewhat similar to sending different parts of one
song over several FM channels. Eavesdroppers hear only unintelligible blips and any attempt to
jam the signal results in damaging a few bits only.

Typical block diagram of a frequency-hopping system is shown in Figure 5.7.4.

As shown in Figure 5.4(a) the digital data is first encoded to analog signal, such as frequency-
shift keying (FSK) or Binary-phase shift keying (BPSK). At any particular instant, a carrier
frequency is selected by the pseudo-random sequence. The carrier frequency is modulated by
the encoder output a then transmitted after band pass filtering At the receiving end, the spread-



spectrum signal is demodulated using the same sequence of carrier frequencies generated with
the help of same pseudo-random sequence in synchronization with the transmitter, and the
demodulated signal filtered using a band- pass filter before decoding as shown in Fig. 5.4(b).

This technique splits the band into many small sub channels (each of 1MHz). The signal
then hops from sub channel to sub channel transmitting short bursts of data on each channel for
a set period of time, called dwell time. The hopping sequence must be synchronized at the
sender and the receiver or information is lost.

The 802.11 frequency hopping physical layer uses 79 non-overlapping 1 MHz Channels
to transmit 1 Mbps data signal over 2.4 GHz ISM band. There is option to transmit at the rate of
2 Mbps. A channel hop occurs every 224 usec. The standard defines 78 hopping patterns that
are divided into three sets of 26 patterns each. Each hopping pattern jumps a minimum of six
channels in each hop and the hopping sequences are derived via a simple modulo 79 calculation.
The hopping patterns from each set collide three times on the average and five times in the
worst case over a hopping cycle. Each 802.11 network must use a particular hopping pattern.
The hopping patterns allow up to 26 networks to be collocated and still operate simultaneously.
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Figure 5.4 Frequency Hopping system, (a) Transmitter (b) Receiver

This feature gives FH systems a high degree of security. In order to jam a frequency
hopping system the whole band must be jammed. These features are very attractive to agencies
involved with law enforcement or the military. Many FHSS LANs can be co-located if an



orthogonal hopping sequence is used. Because the sub channels are smaller than in DSSS, the
number of co-located LANSs can be greater with FHSS systems. Most new products in wireless
LAN technology are currently being developed with FHSS technology. Some examples are
WaveAccess's Jaguar, Proxim RangeLANZ2, and BreezeCom's BreezeNet Pro.

Multipath Interference

Interference caused by signals bouncing off of walls and other barriers and arriving at the
receiver at different times is called multipath interference. Multipath interference affects IR,
RF, and MW systems. FHSS inherently solves the multipath problem by simply hopping to
other frequencies. Other systems use anti-multipath algorithms to avoid this interference. A
subset of multipath is Rayleigh fading. This occurs when the difference in path length is arriving
from different directions and is a multiple of half the wavelength. Rayleigh fading has the effect
of completely cancelling out the signal. IR systems are not affected by Rayleigh fading, because
the wavelengths used in IR are very small.

Topology

Each computer, mobile, portable or fixed, is referred to as a station in 802.11. The difference
between a portable and mobile station is that a portable station moves from point to point but is
only used at a fixed point. Mobile stations access the LAN during movement. Fundamental to
the IEEE 802.11 architecture is the concept of Basic Service Set (BSS) or wireless LAN cell. A
BSS is defined as a group of stations that coordinate their access to the medium under a given
instance of medium access control. The geographic area covered by a BSS is known as the
Basic Service Area (BSA), which is very similar to a cell in a cellular communication network.
All stations with in a BSA with tens of meters in diameter may communicate with each other
directly. The 802.11 standard support the formation of two distinct types of BSSs: ad hoc
network and Infrastructure BSS.

Two or more BSS's are interconnected using a Distribution System or DS. This concept
of DS increases network coverage. Each BSS becomes a component of an extended, larger
network. Entry to the DS is accomplished with the use of Access Points (AP). An access point is
a station, thus addressable. So data moves between the BSS and the DS with the help of these
access points.

Creating large and complex networks using BSS's and DS's leads us to the next level of
hierarchy, the Extended Service Set or ESS. The beauty of the ESS is the entire network looks
like an independent basic service set to the Logical Link Control layer (LLC). This means that
stations within the ESS can communicate or even move between BSS's transparently to the
LLC.

The first type of BSS is known as ad hoc network, which consists of a group of stations



within the range of each other. As its name implies, ad hoc networks are temporary in nature,
which are typically created and maintained as needed without prior administrative arrangement.
Ad hoc networks can be formed anywhere spontaneously and can be disbanded after a limited
period of time. A typical ad hoc network is shown in Figure 5.5(a).

The second type of BSS is known as infrastructure BSS (IBSS), which is commonly used
in practice. An ESS is shown in Fig. 5.7.6 Here, several BSSs are interconnected by a
distribution system to form an extended service set (ESS) as shown in Fig. 5.5(b). The BSSs are
like cells in a cellular communications network. Each BSS is provided with an Access point
(AP) that has station functionality and provides access to the distribution system. APs operate
on a fixed channel and remain stationary like base stations in a cellular communication system.
APs are located such that the BSSs they serve overlap slightly to provide continuous service to
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An ESS can also provide gateway access for wireless users into a wired network. Each end
station associates itself with one access point. Figure 5.7.6 shows three BSSs interconnected
through three APs to a distribution system. If station A associated with AP-1 wants to send a
frame to another station associated with AP-2, the first sends a frame to its access point (AP-1),
which forwards the frame across the distribution system to the access point AP-2. AP-2 finally
delivers it to the destination station. For forwarding frames across the APs, bridging protocol
may be used, which is beyond the scope of IEEE 802.11 standard. However, the 802.11
standard specifies how stations select their access points. The technique used for this purpose is
known as scanning, which involves the following steps:

A station sends a probe frame.

All APs within reach reply with a probe response frame.

The station selects one of the access points, and sends the AP an Association Request frame.
The AP replies with an Association Response frame.

The above protocol is used when a station joins a network or when it wants to discontinue
association with the existing AP because of weakened signal strength or some other reason. The
discontinuation of association takes place whenever a station acquires a new AP and the new
AP announces it in step 4 mentioned above. For example, assume that station B is moving away
from the BSS of AP-1 towards the BSS of AP-2. As it moves closer to the BSS of AP-2, it
sends probe frames, which is responded eventually by AP-2. As some of point of time station B
prefers AP-2 over AP-1 and associates itself with the access point AP-2. The above mechanism
is known as active scanning, as the node is actively searching for an access point. An access
point also periodically sends Beacon frame that advertises the capabilities of the access point. In
response, a station can associate to the AP simply by sending it an Association request frame.
This is known as passive scanning.

Medium Access Control

Most wired LANs products use Carrier Sense Multiple Access with Collision Detection
(CSMAJ/CD) as the MAC protocol. Carrier Sense means that the station will listen before it
transmits. If there is already someone transmitting, then the station waits and tries again later. If
no one is transmitting then the station goes ahead and sends what it has. But when more than
one station tries to transmit, the transmissions will collide and the information will be lost. This
is where Collision Detection comes into play. The station will listen to ensure that its
transmission made it to the destination without collisions. If a collision occurred then the
stations wait and try again later. The time the station waits is determined by the back off
algorithm. This technique works great for wired LANs but wireless topologies can create a
problem for CSMA/CD. However, the wireless medium presents some unique challenges not
present in wired LANSs that must be dealt with by the MAC used for IEEE 802.11.



Some of the challenges are:

The wireless LAN is prone to more interference and is less reliable.

The wireless LAN is susceptible to unwanted interception leading to security problems.

There are so called hidden station and exposed station problems.

In the discussion of both the problem, we shall assume that all radio transmitters have fixed
range. When the receiver is in the range of two active transmitters then the signal will be
garbled. It is important to note that not all stations are in range of two transmitters.

The Hidden Station Problem

Consider a situation when A is transmitting to B, as depicted in the Fig. 5.7. If C senses the
media, it will not hear anything because it is out of range, and thus will falsely conclude that no
transmission is going on and will start transmit to B. the transmission will interfere at B, wiping
out the frame from A. The problem of a station not been able to detect a potential competitor for
the medium because the competitor is too far away is referred as Hidden Station Problem. As in
the described scenario C act as a hidden station to A, which is also competing for the medium.
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Figure 5.7 Hidden Station Problem

Exposed Station problem

Now consider a different situation where B is transmitting to A, and C sense the medium and
detects the ongoing transmission between B and A. C falsely conclude that it can not transmit to
D, when the fact is that such transmission would cause on problem. A transmission could cause
a problem only when the destination is in zone between B and

C. This problem is referred as Exposed station Problem. In this scenario as B is exposed to C,
that’s why C assumes it cannot transmit to D. So this problem is known as Exposed station
problem (i.e. problem caused due to exposing of a station). The problem here is that before
transmission, a station really wants to know that whether or not there is any activity around the
receiver. CSMA merely tells whether or not there is any activity around the station sensing the
carrier.



Carrier Sense Multiple Access with Collision Avoidance (CSMA-CA)
Main steps can be summarized as:

Sender sends a short frame called Request to send RTS (20bytes) to the destination. RTS also
contains the length of the data frame.

Destination station responds with a short (14 bytes) clear to send (CTS) frame.

After receiving the CTS, the sender starts sending the data frame.

If collision occurs, CTS frame is not received within a certain period of time.

CSMAJCA works as follows: the station listens before it
sends. If someone is already transmitting, wait for a random RTS

period and try again. If no one is transmitting then it sends a \-

short message. This message is called the Ready To Send
message (RTS). This message contains the destination address ‘JJ/EE/
and the duration of the transmission.

Other stations now know that they must wait that long before DATA

they can transmit. The destination then sends a short message, \

which is the Clear To Send message (CTS). This message tells
the source that it can send without fear of collisions. Each /’E:,K,/
packet is acknowledged. If an acknowledgement is not
received, the MAC layer retransmits the data. This entire
sequence is called the 4- way handshake protocol.

Figure 5.8 Four-Way handshake protocol
Carrier Sensing

In IEEE 802.11, carrier sensing is performed in two levels known as physical carrier sensing
and virtual carrier sensing.

Physical carrier sensing is performed at the radio interface by sensing the presence of other
IEEE 802.11 stations by analyzing all detected packets and relative strength from other sources.

Virtual carrier sensing is used by a source station to inform all other stations in the BSS about
the length of the data frame that it intends to send. The headers of the RTS and CTS control
frames contain the duration field (in psec). Stations detecting a duration field adjust their
Network Allocation Vector (NAV), which indicates the duration the station must wait before
channel can be sampled again for sensing status of the medium. The protocol may be considered
as a 4-way handshake protocol is shown in Figure 6.39.



The above protocol known as Multiple Access Carrier Avoidance (MACA) was
subsequently extended to improve its performance and the new protocol, with the following
three additions, was renamed as MACAW. First, the receiver sends an ACK frame after
receiving a frame and all stations must wait for this ACK frame before trying to transmit.
Second, the back-off algorithm is to run separately for each data stream, rather than for each
station. This change improves the fairness of the protocol. Finally, some mechanism was added
for stations to exchange information about configuration, and way to make the back-off
algorithm react less violently to temporary problem.

The IEEE 802.11 protocol is specified in terms of coordination function that determine
when a station in a BSS is allowed to transmit and when it may be able to receive data over the
wireless medium. The distributed coordination function (DCF) provides support for
asynchronous data transfer on a best-effort basis. Four following types of inter frame spaces
(IFSs) are used:

Short IFS (SIFS): This is the period between the completion of packet transmission and the start
of ACK frame.

Point coordination IFS (PIFS): This is SIFS plus a slot time.

Distributed IFS (DIFS): This PIFS Plus a slot time.

Extended IFS (EIFS): This is longer than IFS used by a station that has received a packet that it
could not understand. This is needed to prevent collisions. The sequence of events that take
place at the source, destination and other stations is shown in Figure 5.7.9.
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Figure 5.9 CSMA/CA Back-off algorithm timing sequence



Framing

The frame format of the IEEE 802.11 is shown in Figure 5.7.10(a). The frames can be
categorized into three types; management frame, control frame and data frame. The
management frames are used for association and disassociation of stations with at the AP,
authentication and de-authentication, and timing and synchronization. The detailed Frame
Format is shown in Fig. 5.10.
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Figure 5.10 Frame format for 802.11

Each frame consists of a MAC header, a frame body and a frame check sequence (FCS). The
basic frame can be seen in Figure 5.11 below.

MAC Header

4
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Frame |Duration |Address |Address |Address [Sequence |Address [Frame |FCS

Control |ID 1 2 3 Control 4 Body

2 2 6 6 6 2 6 0-2312 4
_

Bytes

Figure 5.11 802.11 Frame (also shown in 5.10(a))

AC header will be described in a little while. Frame Body varies from 0-2312 bytes. At last is
the FCS field. The frame check sequence is a 32-bit cyclic redundancy check which ensures
there are no errors in the frame. For the standard generator polynomial see IEEE P802.11.

The MAC header consists of seven fields and is 30 bytes long. The fields are frame control,
duration, address 1, address 2, address 3, sequence control, and address 4. The frame control
field is 2 bytes long and is comprised of 11 subfields as shown in Fig.

below.
Protocol [Type [Subtype [To [|From |More [Retry [Power |More |[WEP |Order
\/ersion DS DS Frag Mgmt. |Data
2 2 4 1 1 1 1 1 1 1 1
Bits _— >

Figure 5.12 802.11 MAC Header
Frame Control Field (in MAC header)

The protocol version field is 2 bits in length and will carry the version of the
802.11 standard. The initial value of 802.11 is O; all other bit values are reserved.

Type and subtype fields are 2 and 4 bits, respectively. They work together hierarchically to
determine the function of the frame.

The remaining 8 fields are all 1 bit in length.

The To DS field is set to 1 if the frame is destined for the distribution system.

From DS field is set to 1 when frames exit the distribution system. Note that frames which stay
within their basic service set have both of these fields set to 0.



The More Frag field is set to 1 if there is a following fragment of the current MSDU.

Retry is set to 1 if this frame is a retransmission.

Power Management field indicates if a station is in power save mode (set to 1) or active (set to
0).

More data field is set to 1 if there is any MSDUs are buffered for that station.

The WEP field is set to 1 if the information in the frame body was processed with the WEP
algorithm.

The Order field is set to 1 if the frames must be strictly ordered.

The Duration/ID field is 2 bytes long. It contains the data on the duration value for each field
and for control frames it carries the associated identity of the transmitting station.

The address fields identify the basic service set, the destination address, the source address, and
the receiver and transmitter addresses. Each address field is 6 bytes long.

The sequence control field is 2 bytes and is split into 2 subfields, fragment number and
sequence number.

Fragment number is 4 bits and tells how many fragments the MSDU is broken into.

The sequence number field is 12 bits that indicates the sequence number of the MSDU. The
frame body is a variable length field from 0 - 2312. This is the payload.

Security

Wireless LANSs are subjected to possible breaches from unwanted monitoring. To overcome this
problem, IEEE 802.11 specifies an optional MAC layer security system known as Wired
Equivalent Privacy (WEP). The objective is to provide a level of privacy to the wireless LAN
similar to that enjoyed by wired Ethernets. It is achieved with the help of a 40-bit shared key
authentication service. By default each BSS supports up to four 40-bit keys that are shared by
all the clients in the BSS. Keys unique to a pair of communicating clients and direction of
transmission may also be used. Advanced Encryption Standard (AES) (802.11i) for
authentication and encryption is recommended as a long-term solution.

IEEE 802.11 extensions

As the first standard was wrapping up, the creation of a new standards activity begun in the
802.11 standards body. The new activity gave rise to two more standards; IEEE

b and IEEE 802.11a.

802.11b: This standard was developed by IEEE with the support from the consortium Wireless
Ethernet Compatibility Alliance (WECA). This standard is backward compatible with the
original standard that added two new data rates 5.5 mbps and 11 Mbps using two coding
techniques; the mandatory coding mode known as Complementary Coding Keying (CCK)
modulation and Packet Binary Convolution Coding (PBCC). Because of backward
compatibility with the 802.11, this standard has gained wide popularity with millions of installed base,
which is growing rapidly.



802.11a: The successor to 802.11b is 802.11a with greater speed and at a different frequency. It
operates at radio frequencies between 5 GHz incorporating a coded multi-carrier scheme known
as Orthogonal Frequency Division Multi-carrier (OFDM). The 5 GHz band is currently
unlicensed and less congested than the 2.4 GHz ISM band. The 802.11a specifies data speed as
high as 54 mbps, also supports 6, 12, 24, and 34 mbps. There is trade off between bandwidth
and range - lower bandwidth cases offering increases range. For 54 mbps, the typical range is
20-30 meters. The 802.11a and 802.11b devices can coexist without interference or reduced
performance.

802.11g: The success of 802.11b has led to another extension that provides 22 Mbps
transmission. It retains backward compatibility with the popular 802.11b standard. This standard
will become 802.11g.

Upper  Layers

802.11 802.11 DSSS §802.11a 802.11b HR- 802.11g
FHSS OFDM DSSS OFDM

WiFi: Any of the above wireless LAN standards are referred to by the brand name “WiFi”. It
essentially denotes a set of Wireless LAN standards developed by the working group 11 of the
IEEE LAN/MAN Standards Committee (IEEE 802).

WiMAX: The story of wireless LAN cannot be complete without the mention of WiMAX, which
stands for Worldwide Interoperability for Microwave Access by the WiMAX Forum. The forum
was formed in June 2001 to promote conformance and interoperability of the IEEE 802.16
standard, officially known as Wireless (Metropoliton Area Network) MAN. The Forum
describes WiIMAX as "a standards-based technology enabling the delivery of last mile wireless
broadband access as an alternative to cable and DSL". It supports point to multi-point (PMP)
broadband wireless access. WiMAX can deliver a maximum of 70 Mbit/s, over a maximum
distance of 70 miles (112.6 kilometers). It has some similarities to DSL in this respect, where
one can either have high bandwidth or long range, but not both simultaneously. The other
feature to consider with WiMAX is that available bandwidth is shared between users in a given
radio sector, so if there are many active users in a single sector, each will get reduced bandwidth.



1. Development of IEEE 802.11

The Physical layer (PHY) and medium access control (MAC) layer were mainly targeted by
the IEEE 802 project. When the idea of wireless local area network (WLAN) was first
conceived, it was just thought of another PHY of one of the available standards. The first
candidate which was considered for this was IEEE’s most prominent standard 802.3.
However later findings showed that the radio medium behaved quite different than the
conventional well behaved wire. As there was attenuation even over short distances, collisions
could not be detected. Hence, 802.3’s carrier sense multiple access with collision detection
(CSMA/CD) could not be applied.
The next candidate standard considered was
802.4. At that point of time, its coordinated medium access i.e. the token bus concept was
believed to be superior to 802.3’s contention-based scheme. Hence, WLAN began as 802.4L.
Later in 1990 it became obvious that token handling in radio networks was rather difficult. The
standardization body realized the need of a wireless communication standard that would have its
own very unique MAC. Finally, on March 21, 1991, the project 802.11 was approved (fig. 1).

Figure 1 WLAN Network Architecture

2. IEEE 802.11 family

The most widely deployed 802.11 standard has a lot of extension and many more are
currently under development. First introduced in 1999,the IEEE 802.11 standards was primarily
developed keeping in mind the home and the office environment for wireless local area
connectivity. The Initial standards gave a maximum data rate of 2Mbps per AP which
increased to 11 Mbps per AP with the deployment of IEEE 802.11b.Newer extensions like
IEEE 802.11g and IEEE 802.11a provided maximum data rate of 54Mbps per AP using various
methods to boost up the maximum data rates. WLAN devices based on IEEE 802.11g
currently offer data rate 100-125Mbps. Similarly, a relatively newer IEEE 802.11n gives a
maximum data rate of about 540Mbps .Furthermore, in addition to these, several other
standards were deployed which solved many QoS and security issues related with the earlier
standards. Additional mechanisms were introduced to remedy QoS support and security
problems in IEEE 802.11e [12] and IEEE 802.11i.The IEEE 802.11n standard which we earlier



talked about also introduced MAC enhancements to overcome MAC layer limitations in the
current standards. The IEEE 802.11s standard added mesh topology support to the IEEE 802.11.
The IEEE 802.11u improved internetworking with external non-802.11 networks. The IEEE
802.11w was an added onto 802.11i covering management frame security.

The IEEE 802.11ad standard adds a "fast session transfer" feature, enabling the wireless
devices to seamlessly make transition between the legacy 2.4 GHz and 5 GHz bands and the 60
GHz frequency band. The IEEE 802.11ac standard, still under development is expected to
provide a multi-station WLAN throughput of at least 1 Gbps and a single link throughput of at
least 500 Mbps.

The IEEE 802.11a extension employs a number of channels ranging from 36-161
depending on the frequency band (5.15-5.825 GHz) although it works with a fixed channel
centre frequency of 5 GHz. There are 12 non overlapping channels in the frequency band for the
IEEE standard in the U.S. and 19 non-overlapping channels in Europe. In contrast, there are
only 3 out 14 non-overlapping in case of 802.11b [2]. IEEE 802.11n uses overlapping channels
with channel bandwidth 20 and 40MHz [19]. The 20MHz channel bandwidth is incorporated in
every 802.11n device, the 40MHz channel is optional.

Peer to Peer (P2P) WLAN links can be established with the help of directional antennas for
a few km ranges. A typical WLAN Access Point (AP) uses omnidirectional antennas with a
range of 30-50m (indoors) and 100m (outdoors).This range is greatly affected by the obstacles
between the AP and the STA.IEEE 802.11a suffer from increased range and attenuation
compared to IEEE 802.11b/g networks, because it operates on the higher frequency range of
5MHz.Use of sectored antennas instead of omnidirectional antennas increases the aggregate
WLAN data rate in a given area to 2-3 times .

Medium Access Control (MAC) Layer

IEEE 802.11 uses a contention based scheme known as Distributed Coordinated Function
(DCF). In this method the STA linked with the AP scans the air interface for channel
availability. If the interface is idle, the STA sends it data to the destination through the AP. If
however the air interface is busy or more than one STA tries to access the same AP; a collision
occurs. The IEEE
802.11 uses a Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA) to avoid the
collisions. IEEE 802.11 uses another MAC technique known as Point Coordination Function
(PCF) [18]. This mechanism is divided in to two parts. In the first part, the AP scans all its STA
in a round robin fashion and checks to see if any of the STAs has any packets to send. If any of
the STAs is not polled during the current period, it will be queued up for polling during the next
polling period. The scanned part uses the contention based scheme and it same as DCF.



Moreover, due to polling mechanism in PCF the aggregate throughput of an IEEE 802.11
network decreases. DCF is the default MAC technique used in the IEEE 802.11 standard. While
the standard includes both the MAC techniques, PCF is included in the Wi-fi alliance standard
and hence not quite as popular as DCF [17]. In both the MAC techniques an automatic response
request mechanism is used in this method. Any device in the network receiving data will send
an acknowledgement signal (ACK) back to the sender. In case the receiver receives a corrupt
data packet, it issues a NAK (Negative Acknowledgement) and the sender resends the data
packet. There is a round trip delay as the sender has to wait for the ACK to transmit the next
data packet in the queue.

Request to Send/Clear to Send (RTS/CTS)

In the contention based scheme called DCF if more than two STAs simultaneously try to access
the air interface, a collision occurs. To avoid such collision CSMA/CA may result in incorrect
medium information. This is called Hidden Node Problem in which collision in the some part of
the network cannot be detected [15]. If any two STAs cannot directly communicate, the AP
invokes a RTS/CTS mechanism. For each transmission, the source STA issues a RTS message.
The destination STA replies to this by sending a CTS message. Upon receiving the CTS
message, the source STA starts its data transmission. The medium is assumed to be in use given
in the message when they receive RTS and/or CTS message. In PCF using RTS/CTS reduces
the network throughput.

Authentication & Encryption

Security is also handled in the MAC layer. To avoid unauthorized access from other STAs,
several encryption methods have been used. One of earlier encryption mechanism was Wired
Equivalent Piracy (WEP). But the encryption method had security vulnerabilities and the Wi-fi
Alliance developed another encryption technique named Wi-Fi protection Access (WPA).

The IEEE 802.11i standard incorporated an enhanced version of WPA (WPAZ2) [20]. IEEE
802.11i also addressed security issues associated with authentication methods like open standard
and shared key authentication and incorporated IEEE 802.1X authentication method which is
now used in all the later versions of IEEE 802 family standards. In this method, users can
authenticate their identities by a RADIUS or diameter server.

Management Frame

The current 802.11 standards define "frame" types for use in management and control of
wireless links. The TGw implemented the IEEE 802.11w standard to implement the Protected
Management Frames. The TGw is still working on improving the IEEE 802.11 MAC layer.
Security can be enhanced by providing data confidentiality of management frames. These
extensions will have interactions with IEEE 802.11r as well as IEEE 802.11u



Operating Modes

The IEEE 802.11 supports two operating modes. They are namely
Infrastructure operating mode and
Independent operating mode.

In the infrastructure operating mode, the STAs communicate with each other through the
Access Point. In this scheme, an STA needs to be connected to an Access Point in the network
in order to talk to another STA (fig.2).
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Figure 2 Infrastructure Mode
However, in the independent mode or ad hoc mode, the STAs can directly communicate
with each other. In this mode, the source STA forms an ad hoc link directly with the destination

STA (fig.3).
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Figure 3 Independent Mode
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