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Density Function, Mathematical Expectation.

Module-II: Probability Distribution

Binomial Distribution: Mean and Variances of Binomial Distribution, Recurrence Formula for the

Binomial Distribution; Poisson Distribution: Poisson Distribution as a Limiting Case of Binomial
Distribution, Mean and Variance of Poisson Distribution, Recurrence Formula for the Poisson
Distribution; Normal Distribution: Mean, Variance, Mode, Median, Characteristics of Normal
Distribution.

Module-III: Correlation and Regression

Correlation: Karle Pearson’s Coefficient of Correlation, Computation of Correlation Coefficient,
Rank Correlation, Repeated Ranks, Properties of Correlation.

Regression: Lines of Regression, Regression Coefficient, Properties of Regression Coefficient,
Angle between Lines of Regression, Multiple Correlation and Regression.

Module - IV: Test of Hypothesis-I

Sampling: Definitions of population, Sampling, Parameter of Statistics, Standard error, Test of
Significance: Null Hypothesis, Alternate Hypothesis, Type I and Type II errors, Critical Region,
Confidence Interval, Level of Significance, One Sided Test, Two Sided Test. Large Sample Test:
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Module - V: Test of Hypothesis-II

Small Sample Tests; Student t-distribution, its properties: Test of Significance difference between
Sample Mean and Population Mean, Difference between Means of two Small Samples; Snedecor’s
F-distribution and its Properties, Test of Equality of two Population Variances; Chi-Square
Distribution and its Properties: Test of Equality of two Population Variances, Chisquare Test of
Goodness of Fit
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